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Abstract: Near-range radar imaging (NRRI) has evolved into a vital technology with diverse appli-
cations spanning fields such as remote sensing, surveillance, medical imaging and non-destructive
testing. The Pseudopolar Format Matrix (PFM) has emerged as a promising technique for represent-
ing radar data in a compact and efficient manner. In this paper, we present a comprehensive PFM
description of near-range radar imaging. Furthermore, this paper also explores the integration of
the Fractional Fourier Transform (FrFT) with PFM for enhanced radar signal analysis. The FrFT—a
powerful mathematical tool for signal processing—offers unique capabilities in analysing signals with
time-frequency localization properties. By combining FrFT with PFM, we have achieved significant
advancements in radar imaging, particularly in dealing with complex clutter environments and
improving target detection accuracy. Meanwhile, this paper highlights the imaging matrix form of
FrFT under the PFM, emphasizing the potential for addressing challenges encountered in near-range
radar imaging. Finally, numerical simulation and real-world scenario measurement imaging results
verify optimized accuracy and computational efficiency with the fusion of PFM and FrFT techniques,
paving the way for further innovations in near-range radar imaging applications.

Keywords: near-range radar imaging (NRRI); Pseudopolar Format Matrix (PFM); Fractional Fourier
Transform (FrFT); Synthetic Aperture Radar (SAR); Fourier Transform (FT)

1. Introduction

Near-range radar imaging (NRRI) plays a crucial role in modern technology by en-
abling the generation of high-resolution images of objects or scenes located in close prox-
imity to a radar system [1]. Unlike traditional radar systems that are designed to operate
over long distances, NRRI focuses specifically on imaging targets within a range of a few
metres to a few kilometres. This unique capability of NRRI has significantly broadened
its applicability across various fields. One of the primary advantages of NRRI is its ability
to produce detailed images with fine resolution, which is essential for applications that
require precise and accurate imaging. For instance, in remote sensing, NRRI is used to
monitor and analyse the Earth’s surface, vegetation and urban environments. The high
resolution of NRRI allows the detailed observation of changes in these environments,
making it invaluable for environmental monitoring and disaster management. In the field
of surveillance, NRRI provides critical capabilities for security and defence. It enables the
detection and identification of objects or individuals within close range, which is crucial
for perimeter security, border control and urban surveillance. The ability to produce clear
images in various conditions, including through obstacles and in poor visibility, enhances
the effectiveness of NRRI in maintaining security. Medical imaging is another area in which
NRRI has made significant contributions. Techniques such as radar-based breast imaging
and the monitoring of vital signs benefit from the high-resolution capabilities of NRRI.
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These applications require the ability to image fine details within the human body, which
NRRI can provide without the need for invasive procedures. Additionally, NRRI is widely
used in non-destructive testing and evaluation (NDT/NDE). It allows the inspection of
materials and structures for defects or damage without causing harm to the object under
inspection. This is particularly useful in sectors such as the aerospace, automotive and civil
engineering industries, where the integrity and safety of materials and structures are of the
utmost importance.

The roots of near-range radar imaging can be traced back to the early 20th century, with
pioneering experiments conducted by researchers such as Heinrich Hertz and Guglielmo
Marconi [2]. Hertz’s experiments in the late 19th century demonstrated the existence and
properties of electromagnetic waves, laying the groundwork for radar technology. Mar-
coni’s study of wireless telegraphy further advanced the field, setting the stage for future
developments in radar systems. However, significant advancements in NRRI techniques
occurred in the latter half of the 20th century with the development of synthetic aperture
radar (SAR) and interferometric SAR (InSAR) [3,4]. SAR revolutionized radar imaging by
utilizing the motion of the radar platform to synthesize a large antenna aperture, thereby
achieving high-resolution imaging capabilities. This innovation allowed the detailed and
accurate imaging of the Earth’s surface and other targets from relatively short distances.
SAR’s ability to produce high-resolution images regardless of weather conditions or day-
light intensity made it an invaluable tool in remote sensing, surveillance and environmental
monitoring. InSAR extended the capabilities of SAR by measuring the phase difference
between radar signals acquired from multiple positions. This technique enabled precise
elevation mapping and deformation monitoring, providing critical data for geophysical
studies, earthquake monitoring and infrastructure assessment. InSAR’s ability to detect
minute changes in the Earth’s surface has made it a powerful tool for understanding and
mitigating natural disasters. The fundamental principles underlying NRRI include radar
signal propagation, target reflection, signal processing and image reconstruction algorithms.
These principles have been extensively studied and refined over the years, leading to the
sophisticated NRRI systems in use today. Advances in digital signal processing, antenna
design and computational algorithms have continually enhanced the accuracy, resolution
and applicability of NRRI across various fields. As a result, NRRI has become an essential
technology in modern science and industry, providing critical insights and data across a
wide range of applications [5–7].

The evolution of near-range radar imaging (NRRI) techniques has been marked by
significant advancements in signal processing algorithms, hardware design and system
integration. Initially, NRRI systems relied on simple pulse radar configurations, which
offered limited imaging capabilities and resolution. These early systems were constrained
by their rudimentary technology and the analogue nature of their signal processing. The
advent of digital signal processing (DSP) techniques and high-speed computing platforms
transformed NRRI systems, greatly enhancing their performance. Modern NRRI systems
provide significantly improved resolution, accuracy and imaging speeds due to these
advancements. DSP allows sophisticated filtering, noise reduction and signal enhancement,
which are critical for producing clear and detailed radar images. One of the most impactful
developments has been the adaptation of synthetic aperture radar (SAR) techniques for
near-range applications. SAR utilizes the motion of the radar platform to synthesize a large
antenna aperture, enabling the generation of high-resolution images from multiple radar
measurements. This adaptation has allowed NRRI systems to achieve detailed imaging over
short distances, making them highly effective for various applications, from environmental
monitoring to security surveillance [8–10]. Moreover, the integration of multiple-input
multiple-output (MIMO) radar systems has further advanced NRRI technology. MIMO
radar systems use multiple transmitting and receiving antennas to capture a greater amount
of spatial information. This integration has led to the development of compact, cost-
effective NRRI solutions with enhanced imaging capabilities. MIMO technology improves
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resolution, target detection and imaging accuracy, making NRRI systems more versatile
and efficient [11–13].

Near-range radar imaging (NRRI) finds applications across a wide range of domains,
significantly enhancing capabilities in remote sensing, surveillance, medical diagnostics
and industrial inspection. In remote sensing, NRRI is used for high-resolution terrain
mapping, land cover classification, vegetation monitoring and environmental monitoring.
Its ability to produce detailed images regardless of weather conditions or lighting makes
it invaluable for tracking changes in the environment, assessing agricultural fields and
monitoring natural disasters. In the realm of surveillance and security, NRRI systems
are deployed for perimeter monitoring, target detection and tracking in both indoor and
outdoor environments. These systems provide real-time, high-resolution imaging that is
essential for identifying and monitoring potential threats, securing sensitive areas and con-
ducting law enforcement operations [14]. Medical imaging represents another promising
application area for NRRI. This technology is used for the non-invasive imaging of biolog-
ical tissues and organs, providing critical insights for diagnosis and treatment planning.
NRRI can help visualize internal structures, detect abnormalities and monitor physiological
processes without the risks associated with invasive procedures [15–17]. Additionally,
NRRI is widely used in industrial settings for non-destructive testing (NDT). It allows the
inspection of structures, materials characterization and quality control without damaging
the objects under examination. This capability is crucial for ensuring the integrity and
safety of critical infrastructure, such as bridges, pipelines, aircraft components and planet
exploration [18–20].

Looking ahead, several promising research directions and technological advance-
ments are expected to shape the future of near-range radar imaging. Continued efforts
in signal processing, machine learning and artificial intelligence are likely to lead to the
development of more robust and adaptive NRRI systems capable of operating in complex
environments with minimal human intervention [21,22]. Furthermore, the integration of
emerging technologies such as millimetre-wave radar, terahertz imaging and quantum
radar could unlock new possibilities for high-resolution imaging and sensing in near-range
applications [23,24]. Moreover, interdisciplinary collaborations between researchers from
diverse fields, including radar engineering, computer science, physics and medicine, are
essential for advancing the state-of-the-art in near-range radar imaging and realizing its
full potential across various domains [25–35].

Near-range radar imaging has emerged as a versatile and powerful technology with
a wide range of applications in various domains. Advancements in signal processing,
hardware design and system integration have significantly enhanced the resolution, ac-
curacy and imaging speeds of NRRI systems [36–39]. Despite its numerous applications,
near-range radar imaging faces several challenges that must be addressed to further im-
prove its performance and reliability. One of the primary challenges is the presence of
clutter and noise in radar signals, which can significantly degrade image quality and hin-
der target detection and recognition. Clutter suppression techniques, such as adaptive
beamforming, matched filtering and wavelet denoising, have been developed to mitigate
this challenge [40,41]. Another critical aspect is the real-time processing and analysis of
radar data, particularly in dynamic environments where targets may move or change
rapidly. High-performance computing platforms and parallel processing algorithms are
being explored to meet the computational demands of real-time NRRI systems. In the quest
for the real-time processing and analysis of radar data, researchers have scrutinized ad-
vanced signal processing techniques. Among these, the Fourier Transform (FT) has served
as a cornerstone, providing a powerful tool for analysing radar signals in the frequency
domain [42–45].

The FT decomposes a signal into its constituent frequency components, enabling the
representation of complex signals in terms of their frequency content. In radar imaging,
this facilitates the extraction of valuable information regarding the location, velocity and
characteristics of targets within the scene. However, traditional FT is limited in its ability to
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capture signals with non-stationary and time-varying characteristics, which are prevalent
in near-range radar scenarios.

To address these limitations, the Fractional Fourier Fransform (FrFT) has emerged as a
versatile alternative. Unlike the traditional FT, the FrFT offers a parameterized transforma-
tion that allows the analysis of signals with varying degrees of time-frequency localization.
By adjusting the fractional order of the transform, researchers can fine-tune the balance
between time and frequency resolution, thereby accommodating the diverse signal charac-
teristics encountered in near-range radar imaging [46–48].

In recent years, the integration of FrFT with near-range radar imaging has garnered
significant attention due to its potential to enhance resolution, mitigate clutter and improve
target detection performance. This integration leverages the complementary strengths
of both techniques, enabling a more comprehensive analysis of radar signals in the time-
frequency domain. In this paper, we derive the new discrete pseudopolar format for
imaging and then expand this format to form the discrete FT and FrFT. Meanwhile, the
matrix formulation of both the discrete pseudopolar format and the discrete FrFT is given.
Images of two-dimensional example calculations that verify these algorithms is also shown.

2. Short-Range Discrete Fourier Imaging

As seen in Figure 1a, one-dimensional aperture radar imaging is commonly character-
ized by integrating the time domain signal with respect to various radar positions x. As a
result, the following estimate of the radar reflectivity map at point P is made:

P
(
xp, zp

)
=

∫ ∞

−∞
D(t, x)·ej 4πR

λ dx, (1)
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Figure 1. (a) Illustration of a 1D synthetic aperture radar imaging setup. (b) Illustration of a
pseudopolar format imaging pixel in range and azimuth directions.

D(t, x) represents the compressed time domain reflected signal, where t is the time
domain received echo from each acquisition point x. Due to the fact that electromagnetic
waves move significantly faster than platform waves, an alternative name is the fast-time
domain. The wavelength of the system’s working frequency is indicated by λ, and the
distance R indicates the double range to the target in metres.

When the working frequency band-width of a radar system moves slowly along its
azimuth within a specific range, its amplitude term can be disregarded. An appropriate
expression for the distance between the target and the radar antenna can be defined as
follows, by assuming the pseudopolar coordinate for the object space:

R
(

x; xp, zp
)
=

√
(ρsinθ − x)2 + (ρcosθ)2 = ρ

√
1 − 2xsinθ

ρ
+

x2

ρ2 , (2)
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As seen in Figure 1b, the pseudopolar coordinate transform is used to express the
azimuth resolution as δa and the range resolution as δr. Using the first-order Taylor
expansion, we can rewrite Equation (2) in the following way:

R
(
x; xp, zp

) ∼= ρ − xsinθ +
x2

2ρ
, (3)

By the approximation: ∣∣∣∣2xsinθ − x2

ρ

∣∣∣∣ < 1, (4)

Therefore, the focusing formulation could be rewritten as follows:

P(ρ, θ) = ej 2πρ
λ (2−sin2θ)·

∫ ∞

−∞
D(t, x)·ej 2π

λρ (ρsinθ−x)2
dx, (5)

which can also be expanded and written as follows:

P(ρ, θ) = ej 4πρ
λ ·

∫ ∞

−∞
D(t, x)·ej 2π

λρ x2
·ej 2π

λρ (−2ρsinθx)dx, (6)

For simplicity, let the constant phase ej 2πρ
λ (2−sin2θ) from this point be denoted as Ω. To

improve the readability of the notation, the focused formulation form seen in Equation (6)
will be used. Now, the D(t, x) is expressed as follows: if the initial signal Ds(t, x) is a
duplicate spread on the aperture to generate a new signal, length −d/2 to d/2 is sampled
at equidistant intervals of d/2N + 1:

Ds(t, x) = D(x, t)⊗ δ

(
x − n

d
2N

)
, n = −N, . . . 0, . . . , N, (7)

Then, the focusing formulation for Ds(t, x) becomes:

Ps(ρ, θ) = Θ·∑N
n=−N

∫ ∞

−∞
D
(

t, x − n
d

2N

)
·e

j
2π

λρ
(ρsinθ−x)2

dx, (8)

Create a new set of variables for substitution:
x′ = x − n d

2N
x = x′ + n d

2N
x2 = x′2 + 2x′n d

2N + n2 d2

4N2

, (9)

Equation (9) allows for Equation (8) to be written as follows:

Ps(ρ, θ) = Θ·∑N
n=−N

∫ ∞

−∞
D
(
t, x′

)
·ej 2π

λρ (ρsinθ−x′−n d
2N )

2

dx′, (10)

From Equations (6) and (10), we could have the following equation:

Ps(ρ, θ) = Θ·
N

∑
n=−N

P
(

ρ − n
d

2N
, θ

)
(11)

Equation (11) shows that a replication pattern is produced by the near-range imaging
process under the pseudopolar coordinate. In contrast, sampling in the Fourier domain
is produced by the imaging process under the pseudopolar coordinate in the far-reaching
field. This interpretation is possible: the sampled FT pattern is formed in the far-range
limit by the interference patterns from an unlimited number of spherical patterns from
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an infinite number of replications of an aperture. The shifting characteristic of the delta
function allows the following representation of Equation (8):

Ps(ρ, θ) = Θ ∑N
n=−N P

(
ρ, n

d
N

)
·ej 2π

λρ [ρ
2sin2θ−2ρsinθn d

2N +(n d
2N )

2
], (12)

Select the value of ρ as follows:

ρ = ρmin =
d2

λN
, (13)

Then, Equation (12) becomes:

Ps(ρ, θ) = Θ ∑N
n=−N D

(
n

d
N

)
· ej 2π

N [ dsinθ
λ −n]

2
, (14)

Equation (14) can also be expanded and written as follows:

Ps(ρ, θ) = Θ·ej 2π
N

d2sin2θ
λ2 ·∑N

n=−N D
(

n
d
N

)
·e−j 4πndsinθ

Nλ ·ej 2π
N n2

, (15)

The discrete focusing formulation can be assessed repeatedly until the required value
of ρ is obtained once it has been assessed for ρ = ρmin = d2

λN .
We now examine the consequences of solving the focusing formulation on Equation (12)

for ρ values that differ from those given in Equation (13). When ρ is less than the value
specified in Equation (14), the transform is essentially under-sampled and aliased. For an
input signal of length d, for a particular wavelength λ and a specified or needed value of ρ,
the input signal must be sampled at equidistant intervals d

N . In order to prevent aliasing
issues, N is now determined by:

N =
d2

λρ
, (16)

The algorithm can only determine the diffraction patterns without aliasing at a distance
larger than or equal to ρ = ρmin = d2

λN if the input signal has a fixed sampling rate. By
comparing the maximum recorded spatial frequency (obtained through sampling) with the
maximum recorded spatial frequency at a distance λ from a width d aperture, this aliasing
can be better understood. In the event that the synthetic aperture radar system’s spatial
frequency is d aperture width, we obtain the following equation:

fs =
N
d

, (17)

Consequently, the sampled object’s maximum recorded spatial frequency is as follows:

fs,max =
N
2d

, (18)

The greatest recordable spatial frequency at a distance ρ from an aperture of width d
is defined as follows:

fρ,max =
d

λρ
, (19)

It is well known that, in the original sampled space, no spatial frequencies can be recorded
at a distance ρ (without causing aliasing). The relationship that results is as follows:

fs,max ≥ fρ,max ⇒ N
2d

≥ d
λρ

, (20)
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In order to prevent aliasing, this yields a lower constraint on ρ:

ρ ≥ ρmin =
d2

λN
, (21)

The discrete focusing formulation, as specified in Equation (15), may only be applied
to an integer multiple of the distance ρmin when applied to a replicated signal.

All phase factors obtained from each replication in Equation (15) at these discrete
distances are either ±1 or 2N + 1, and, as a result, they add together to generate a near-range
diffraction pattern identical to that obtainable if there had been no replication. Subsequently,
we suggest that the aforementioned process can be effectively employed to assess a different,
but closely associated, integral transform.

3. Short-Range Discrete Fractional Fourier Imaging

The FT can be constructed to incorporate fractional order α, where 0 ≤ α ≤ 1, from
both a mathematical and physical perspective. The input has an order of α = 0, while the
entire FT with a phase factor has an order of α = 1. With the exception of unimportant
variables, this integral transformation can be written as follows [49–52]:

Fα(u) =
∫ ∞

−∞
G(t)·ejπcotϕ(u2+t2)·e−j2πcscϕutdt, (22)

where α = sinϕ specifies the fractional order, with 0 ≤ ϕ ≤ π
2 . Using the subsequent

variable modification, we have the following equation:
s = u

(
4π

λρcotϕ

) 1
2

t = v
(

4π
λρ cosϕsinϕ

) 1
2

U(v) = G(t)

, (23)

The definition in Equation (22) can be written as follows:

Fα(u) =
∫ ∞

−∞
U(v)·ej2π

(u2+v2cos2ϕ)
λρ ·e−j4π uv

λρ du, (24)

By contrasting Equations (5) and (24), we can see that, if the input has the following
form, the fractional-order Fourier transform may be connected to the near-range pseudopo-
lar imaging as follows:

D(x) = U(x)·e−j2π
x2sin2ϕ

λρ , (25)

where the fractional order is defined as follows:

α = sinϕ =
λρ√

4 + λ2ρ2
, (26)

Put another way, we understand that the near-range pseudopolar imaging problem is
comparable to the following: a complex amplitude transmittance U(x) is illuminated by a
spherical wavefront with a radius R, that is:

D(x) = U(x)·e−j2π x2
λR , (27)

Therefore, a fractional-order Fourier transform is applied as the radar signal moves
from the synthetic aperture radar at ρ = 0 (then α = 0) to the long range at ρ → R (then
α = 1). From our perspective, applying a fractional-order Fourier transform means taking
into account the fact that the input’s sampled version in Equation (7) now becomes:
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Ds(x) =
N−1
∑

n=0
D(x)·e

−j2π
x2

λR ⊗ δ

(
x − n

d
N

)

=
N−1
∑

n=0
D
(

n
d
N

)
·e
−j2π

n2d2

λRN2 ⊗ δ

(
x − n

d
N

) (28)

It is now convenient to choose:

R =
d2/λN
sin2ϕ

, (29)

To ensure that the conditions in Equation (13) and the conditions of 0 ≪ sinϕ =√
x/R ≪ 1 are met, Equation (28) can be sampled with the input and becomes:

Ds(x) =
N

∑
n=−N

D
(

n
d
N

)
·e−j 2π

N n2sin2ϕ ⊗ ·δ
(

x − n
d
N

)
, (30)

We can thus replicate the steps from Equation (7) to Equation (14) once more to
discover that the discrete form of the fractional-order Fourier transform is:

Ps(ρ, θ) = Θ ∑N
n=−N D

(
n

d
N

)
· ej 2π

N [ dsinθ
λ −n]

2
·e−j 2π

N n2sin2ϕ, (31)

The parameter sin ϕ can be thought of as a correction factor for varying the sphere
wavefront to the fractional-order Fourier transform. If we set sinϕ = 0, we are employing
the spherical wavefront. For sinϕ = 0, we use the plane wavefront hypothetical situation.
We can evaluate other values of sin ϕ as a step-by-step development from the spherical
wavefront to the plane wavefront, until reaching the far field (the plane wavefront).

When converting from the sphere wavefront to the fractional-order Fourier transform,
the parameter sinϕ can be considered a correction factor. Using the spherical wavefront
when sinϕ = 0 is set, we use the plane wavefront hypothetical case for sinϕ = 1. If sin ϕ
has a different value, we can assess it as a gradual transition from a spherical wavefront to
a plane wavefront, to the point at which it reaches the far field (the plane wavefront). The
focusing procedure in the near-range for a frequency modulated continuous wave (FMCW)
or stepped frequency continuous wave (SFCW) radar system is shown in Figure 2.
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4. Matric Representation for Discrete Fourier and Fractional Fourier Transforms
4.1. Discrete Pseudopolar Format Matrix

Viewing fractional-order Fourier transforms and the recently developed discrete pseu-
dopolar format imaging formulation in matrix form can be very helpful for computational
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speed and ease of usage. The matrix representation of the Pseudopolar Format Matrix
(MPM) is as follows:

MPM =
1√
N


1 W( dsinθ

λ )
2

· · · WN2

Wn2
W(n− dsinθ

λ )
2

· · · W(n−N)2

...
...

...
...

WN2
W(N− dsinθ

λ )
2

· · · 1

, (32)

where it is as used in the discrete Fourier transform (DFT):

W = ej 2π
N , (33)

The features of this matrix and the DFT matrix are very similar. The MPM matrix, for
instance, is circular, but its columns are orthogonal. Because MPM is also unitary, its inverse
can be obtained by transposing the complicated conjugate, as shown below:

MPM M∗
PM = M∗

PM MPM = I, (34)

where I is the identity matrix and ∗ is the complex conjugate transpose. This indicates that
the input signal’s overall power will not be impacted by the discrete Pseudopolar Format
Matrix. When examining the diffraction effects of propagation over particular distances,
ρ ≥ ρmin, from a target, the Pseudopolar Format Matrix becomes convenient. We now offer
an analysis of the discrete pseudopolar format operation and its implications for general
target distributions. The matrix multiplication process is used to perform the pseudopolar
format procedure:

D′ = MPMD, (35)

where D and D′ are the raw data matrix and its image matrix, respectively, for a one-
dimensional aperture.

4.2. Discrete Fractional Fourier Transform Matrix

A diagonal matrix containing the parameters sinϕ is multiplied by the discrete Pseu-
dopolar Format Matrix to generate a matrix representation of the fractional-order DFT. The
matrix of the sinϕ-phase factors is expressed as follows [53–55]:

Msinϕ =


1 0 · · · 0
0 W−n2sin2ϕ · · · 0
...

...
...

...
0 0 · · · W−N2sin2ϕ

, (36)

The matrix form of the FrFT for column vectors Msinϕ can be obtained by multiplying
the matrices Msinϕ MPM. Its precise wording is:

MFrPM = Msinϕ MPM, (37)

The fractional-order Fourier Transform (or operation in Equation (33)) is carried out
because the matrix in Equation (37) may be used, via a straightforward matrix calculation,
to determine the fractional-order Fourier transform of any given column vector of length
N. It can be observed that the discrete Pseudopolar Format Matrix from Equation (34) is
performed as the DFT with a phase factor.
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5. Results
5.1. Numerical Simulation Validation

The simulation parameters were carefully chosen to closely match those of a real
automotive short-range radar system (SRR), ensuring that the results are representative
and applicable to real-world scenarios. The radar operates within the frequency band of
77 to 81 GHz, a common choice for automotive radar due to its balance of resolution and
range capabilities. This frequency band allows the radar to effectively detect objects at
short ranges, which is crucial for automotive applications such as collision avoidance and
parking assistance. In the simulation, a total of 101 frequency points were sampled. This
level of sampling provides a detailed frequency spectrum, which is essential for accurate
signal processing and object detection. To simplify the simulation and focus on the core
aspects of radar signal processing, a one-dimensional (1D) scan was performed. This scan
consisted of 41 acquisition points within a 10 cm aperture size. The aperture size and the
number of acquisition points were selected to provide a balance between computational
efficiency and the accuracy of the simulation results.

Before applying the discrete fractional Fourier imaging procedure, the data were pre-
processed using the Hanning window function. This windowing technique was applied to
the data in both the frequency domain and the time domain. The Hanning window helps
to reduce spectral leakage, which can distort the results of the Fourier Transform (FT). By
minimizing these distortions, windowing ensures that the subsequent signal processing
steps are more accurate. After windowing, the FT was applied to convert the frequency
domain data into time domain signals. This transformation is a crucial step in radar signal
processing, as it allows the analysis of the signals in the time domain, where the echoes
from targets are more easily interpreted. The combination of these techniques—careful
parameter selection, windowing and Fourier transformation—ensures that the simulation
closely replicates the performance of a real automotive SRR system, providing valuable
insights for the development and testing of radar technologies.

Figure 3a depicts a carefully structured scene comprising nine distinct point scatterers.
These scatterers are strategically positioned within a range extending from 1.5 m to 3 m
in the range direction and spanning from −1.5 m to 1.5 m in the azimuth direction. This
arrangement is designed to simulate a realistic environment for testing the performance of
radar imaging techniques. The focused image resulting from the application of the discrete
fractional Fourier imaging procedure, as detailed in Equation (36), is illustrated in Figure 3b.
This procedure, which involves transforming the data into a different fractional domain, is
particularly effective for focusing and resolving scatterers in radar imaging. The resulting
image in Figure 3b demonstrates a high level of clarity and resolution, indicating that the
procedure has successfully concentrated the energy of the scattered signals. A flowchart of
the proposed imaging processing procedure is shown in Figure 4.
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The point scatterers, when processed using the proposed method, exhibit excellent
focus. This demonstrates that the technique is capable of accurately resolving closely spaced
scatterers, which is a critical requirement for high-resolution radar imaging applications.
The focusing condition for this technique is based on the optimization parameters outlined
in [45], which is given by:

sinϕ =
λ0ρ√

λ2
0ρ2 + 2N2∆x4

. (38)

where λ0 indicates the wavelength of the starting frequency of the system and ρ indicates
the slant range. N is the number of acquisition points, and ∆x is the step size of each
acquisition point. According to their research, the optimal rotated angle is crucial for
achieving the best possible focus in the discrete fractional Fourier domain. This angle is
derived from a set of conditions that take into account the geometry and characteristics
of the radar scene, ensuring that the imaging process is finely tuned for maximum clarity
and resolution.

Figure 5 illustrates the optimization of the rotated angle for the 77 GHz short-range
radar (SRR) setting. This angle is crucial for accurately focusing the radar signals and
is depicted across different ranges. At the starting point, or range 0, the rotated angle is
0 degrees, indicating that the radar wavefront is initially spherical. As the range increases,
the rotated angle steadily grows, approaching 90 degrees at a distance of approximately
3.5 m. This progression highlights the transition from a spherical to a planar wavefront.
The significance of this transformation lies in its impact on radar imaging accuracy. At
shorter ranges, the wavefront is spherical due to the proximity of the radar to the scatterers,
which means the signals need more precise focusing adjustments. As the distance increases,
the wavefront gradually becomes planar, representing the far-field condition where the
wavefronts are essentially parallel. This planar wavefront is easier to handle and requires
less complex focusing techniques. The figure clearly demonstrates the methodical devel-
opment from a spherical wavefront, which is typical at close ranges, to a plane wavefront
characteristic of the far-field region. Understanding and optimizing this transition is critical
for enhancing the performance of SRR systems, ensuring they provide accurate and reliable
data across various distances.
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Figure 6 illustrates the azimuth cut of a simulated point target, which is indicated
by the red arrow in Figure 3b. The azimuth cut is presented using two methods: the
conventional Fourier-based method and the newly proposed method. The solid line in
the figure represents the azimuth cut of the point target as obtained by the proposed
method, while the dashed line corresponds to the azimuth cut using the conventional
method. The comparison between these two lines clearly demonstrates that the azimuth
resolution achieved by the proposed method is superior to that of the conventional method.
This improvement in resolution can be attributed to the way each method manages the
wavefront of the signal. The proposed method utilizes the FrFT with a specific rotated
angle, which allows it to fully focus the spherical wavefront. By accurately focusing the
wavefront, the proposed method minimizes distortion and enhances resolution. On the
other hand, the conventional Fourier-based approach assumes that the wavefront is a plane
wave. This assumption leads to inaccuracies and results in a blurred azimuth cut.
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5.2. Experimental Data Validation

A discrete fractional Fourier imaging technique has been evaluated using real experi-
mental data acquired with the IBIS-L Ground-Based Synthetic Aperture Radar (GB-SAR)
system. This evaluation took place at the Kawauchi Campus of Tohoku University in
Sendai, Japan, as depicted in Figure 7a. The IBIS-L GB-SAR system used for this study
features two vertically polarized horn antennas as follows: one dedicated to transmitting
signals and the other to receiving them. The system operates in the Ku-band, characterized
by a centre frequency of 17.175 GHz and a bandwidth of 300 MHz, allowing high-resolution
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imaging capabilities. The radar system’s frequency sampling sites were set using a stepped-
frequency scheme tailored to the observational range, ensuring efficient data acquisition
across the specified bandwidth. This setup facilitates precise measurements by incremen-
tally adjusting the frequency, which enhances the resolution and clarity of the radar images.
The entire radar and antenna assembly is mounted on a linear rail system, enabling it to
perform a systematic scan over an area approximately 2 m in length.
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Figure 7. Simulation and focusing results of the real Ku-band GB-SAR system: (a) real experiment
scene located in Kawauchi, Sendai, Japan, and (b) focusing image under a discrete fractional Fourier
imaging procedure.

During the data collection process, the system performed repeated scans of the 2-metre
area at five-minute intervals. Each scan cycle lasted two minutes, providing a continuous
stream of data that could be analysed to assess the effectiveness of the discrete fractional
Fourier imaging technique. Data were recorded at 401 distinct azimuth positions, with
measurements taken every 5 mm along the 2-metre scan length. This high density of data
points is critical for generating detailed and accurate radar images, as it ensures that even
small features within the scanned area can be detected and analysed. The application of the
discrete fractional Fourier imaging technique to this data aims to enhance the focusing and
resolution of the radar images. By transforming the data into a fractional Fourier domain,
the technique can better handle the curvature of wavefronts, especially at different distances.
This is particularly important for ground-based SAR systems, where the geometry of the
scene can significantly impact the quality of the radar images.

The focused image produced by the discrete fractional Fourier imaging procedure is
presented in Figure 7b. This image clearly demonstrates the effectiveness of the technique
in achieving high-resolution radar imaging. In the scene, near-range targets such as
tree trunks and building edges are distinctly visible and well-focused, highlighting the
capability of this imaging method to resolve fine details in cluttered environments. The
clarity of these features underscores the accuracy of the discrete fractional Fourier imaging
procedure in processing radar signals and enhancing image quality. Figure 8 illustrates
the optimization of the rotated angle for the Ku-band IBIS-L GB-SAR system. This angle
is a critical parameter for achieving optimal focus in radar imaging. At the initial range
of 0 m, the rotated angle is 0 degrees, indicating that the radar wavefronts are spherical
due to their proximity to the source. As the range increases, the angle progressively
adjusts, reaching close to 90 degrees at a distance of 35 m. This progression represents
the transformation from a spherical wavefront—typically at shorter ranges—to a plane
wavefront—a characteristic of the far-field region.
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The focusing ability of both the conventional method and the proposed method is
evaluated using a specific target, indicated by the red arrow in Figure 7b. Figure 9 depicts
the azimuth cut of this real target, located in the measurement scene shown in Figure 7a.
The azimuth cut is presented using two different methods: the conventional Fourier-
based method and the newly proposed method. In Figure 9, the solid line represents
the azimuth cut obtained by the proposed method, while the dashed line represents the
azimuth cut obtained by the conventional method. This side-by-side comparison highlights
the differences in azimuth resolution between the two methods. Around the 0.05 m
mark, the superior performance of the proposed method becomes evident. The proposed
method’s solid line demonstrates a much sharper and more defined azimuth cut compared
to the conventional method’s dashed line. This improvement in azimuth resolution can be
attributed to the advanced focusing capabilities of the proposed method. By employing
a sophisticated algorithm, the proposed method can more accurately focus on the target,
reducing blurriness and enhancing the overall clarity of the image. The conventional
Fourier-based method, in contrast, shows a less precise focus, leading to a more blurred
representation of the target. The significant enhancement in azimuth resolution achieved by
the proposed method underscores its effectiveness in accurately capturing and processing
target data. This improved focusing ability is crucial for applications requiring high
precision and clarity, making the proposed method a valuable advancement over traditional
Fourier-based techniques.
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6. Discussions

Based on the numerical simulation and experimental valication, the ability of the
proposed method to correctly focus the spherical wavefront using the FrFT makes it more
effective in achieving better azimuth resolution than the traditional Fourier-based method.
This significant improvement highlights the advantage of using advanced signal processing
techniques to enhance the clarity and precision of imaging systems. The significance of
this transition lies in its impact on the radar system’s imaging performance. At shorter
ranges, the spherical wavefront requires more complex focusing adjustments to accurately
resolve targets. As the distance increases, the wavefront becomes planar, simplifying the
focusing process and enhancing image clarity. This transition is crucial for applications that
require precise imaging over varying distances. The figure clearly shows the development
from a spherical wavefront to a plane wavefront, illustrating how the discrete fractional
Fourier imaging technique adapts to different ranges. Understanding and optimizing this
transition ensures that the radar system can maintain high resolution and focus accuracy
across its entire operational range. This capability is particularly valuable for applications
in environmental monitoring, infrastructure inspection and disaster management, where
detailed and accurate radar images are essential.

7. Conclusions

In this paper, we have discussed the application of discrete Fourier and Fractional
Fourier Transforms within the pseudopolar format imaging coordinate system. This ap-
proach offers significant advantages, particularly when the limitations on distances are
considered acceptable. By accepting these limitations, one can simplify the computational
processes involved, utilizing easily multiplied matrices instead of relying on continuous
space calculus. This simplification is beneficial for practical implementations, making the
process more efficient and accessible. The use of discrete Fractional Fourier Transform
operators in near-range imaging can be effectively represented through a combination of
Fourier-based matrices and diagonal phase matrices. This matrix-based representation is
not only computationally efficient but also Facilitates the manipulation and transformation
of radar signals. The discrete Fractional Fourier Transform allows for precise adjustments
in the phase patterns, which is crucial for accurate image focusing and resolution in near-
range scenarios.

One of the key concepts explored in the paper is the transition of phase patterns
from near-range to far-range imaging. This transition can be effectively captured by
the rotated angle of the Fractional Fourier Transform. As the imaging range increases,
the phase pattern evolves, necessitating adjustments in the transform to maintain focus
and clarity. The rotated angle parameter provides a means to manage this evolution,
ensuring that the radar system can adapt to different ranges while maintaining high-
quality imaging performance. The transition from near-range to far-range phase patterns
highlights the versatility of the Fractional Fourier Transform in radar imaging applications.
By representing the phase adjustments through rotated angles, the system can seamlessly
shift between different imaging conditions, optimizing focus and resolution as required.
This adaptability is particularly valuable in dynamic environments where the range of
targets can vary significantly.

Although the proposed approach provides a practical solution for high-resolution
imaging across various ranges, making it a valuable tool for applications in fields such as
remote sensing, surveillance and environmental monitoring, some limitations remain. The
implementation of discrete FrFT within the pseudopolar coordinate system involves com-
plex mathematical operations, which can be computationally intensive. This complexity
can limit real-time applications and require significant computational resources, especially
for high-resolution imaging tasks. Moreover, the existing FrFT transform formations are
sensitive to noise. Any noise present in the data can be amplified during the transformation
process, potentially leading to degraded image quality. Effective noise reduction techniques
are essential but can add to the overall computational burden. Finally, the existing algo-
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rithms for FrFT in pseudopolar coordinates may not be fully optimized for all practical
scenarios. Further refinement is needed to ensure robustness and efficiency across different
applications and conditions.

Therefore, research can focus on developing more efficient algorithms to reduce the
computational complexity associated with FrFT. Techniques such as parallel processing
and optimized matrix operations could be explored to make the process faster and more
efficient, and developing advanced noise reduction methods that can be integrated with
FrFT processes will be crucial. This could involve adaptive filtering techniques that can
dynamically adjust to varying noise levels and improve the overall robustness of the
imaging system. More importantly, collaboration with hardware developers to design
radar systems specifically tailored to support FrFT and pseudopolar coordinates would be
beneficial. This could involve the creation of specialized antennas and signal processing
units that optimize the performance of these advanced imaging techniques.
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