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Abstract. The Security Operation Centre is a hub where the Information Security 

Team monitors, detects, analyses, and prioritizes events from critical digital as- 

sets on an ongoing basis. The objective is to ensure that any malicious activities, 

indicators of attack are stopped and contained before having a major impact to 

an organization. Early detection is very important when trying to combat cyber 

threats. The Security Operation Centre is equipped with intelligent tools and 

skilled analysts that help detect such events. With a focus to constantly improve 

Security Operation Centre effectiveness, a thorough understanding of human 

factors and human errors that may lead to potential security breaches need to be 

investigated. Incorporating artificial intelligence and machine learning 

technologies has gone a long way to compensate for human error in the Security 

Operation Centre, through automation of routine tasks and incorporation 

within Security, Orchestration, Automation and Response. This has led to 

better rapid threat anomaly detection, incident response and a reduction of 

Security Analysts’ cognitive load. That said, the existing literature suggests a 

lack of a systematic approach, for example in assessing Security Analysts’ 

performance. There is a gap in the research regarding human factors and the 

limitations of human error within the Security Operation Centre, particularly 

given that it operates as a socio-technical environment where social 

interactions and technological systems are closely integrated. Effective 

collaboration, communication, and teamwork are essential in such a setting, 

and this research looks to further bridge that gap. 

Through a case study, current practices within the Security Operation Centre 

will be explored from the personnel perspective. In addition, investigating 

transferable skills from other domains such as medical, aviation, and other 

sectors that manage complex environments under high stress are reviewed to 

determine if they offer valuable in- formation. This paper utilizes Secure 

Tropos to produce the Security Operation Centre meta model. This novel 

approach forms the basis of a new proposed framework that looks to identify 

relationships and security requirements within the Security Operation Centre 

entity. Human centric design that accounts for human factors and human errors 

within the Security Operation Centre is crucial for maintaining a robust 

cybersecurity posture. By better understanding current practices within the 

Security Operation Centre, this research intends to contribute to- wards a more 

human centric approach. 

 

Keywords: Secure Tropos Methodology, Human Factor Engineering, Security 

Operation Centre, Security Requirements Engineering. 



 

 

 

 

 

 

 

 

 

 

 

 

 

1   Introduction 

The 21st century has witnessed the most technologically sophisticated threats that the 

world has seen such that cyber security incidents have asymmetrically evolved and 

threats to individuals, institutions and governments are high [1]. Maintaining 

Confidentiality, Integrity and Availability, the CIA triad, when it comes to business data 

is a high priority for the majority of organizations [1]. As such, Security Operation 

Centres (SOC) play a crucial role in safeguarding organizations by seeking to stay 

ahead of cyber threats [2]. They achieve this by continuously monitoring, detecting, 

and responding to cybersecurity threats. Armed with intelligent tools such as Security 

Information and Event Management (SIEM) systems, threat intelligence feeds, and 

intrusion detection/prevention systems along with skilled security analysts, they help 

contain / stop malicious activities. This prevents data breaches, protects sensitive 

information, minimizing financial loss, whilst maintaining the overall security posture 

of an organization. Having the latest tools and advances in technology is not the only 

consideration to ensure the SOC remains effective. There is a social dynamic 

requirement as the SOC ecosystem involves teamwork, which needs clear 

communication and collaboration [1]. 

 
Creating an effective SOC involves drawing insights from various related works in the 

field [11]. Organizations often adopt established frameworks such as the National 

Institute of Standards and Technology (NIST) Cybersecurity Framework or 

International Organization for Standardization (ISO) 27001 to structure their SOC 

operations effectively [34]. The People, Process, and Technology (PPT) Framework is 

also closely as- sociated with the SOC from past research [31]. That said, this 

framework is not unique to the SOC and is used in various technology topics such as 

knowledge management [16] and customer relationship management [17], to list a few. 

SOC vendors within industry use this framework to summarize and structure their 

products and offerings. The existing PPT framework was expanded to integrate 

Governance and Compliance (PPTGC), elevating them from often subordinate 

processes to essential components within the SOC, reflecting their growing 

importance [5]. This framework has evolved (see Fig. 1). 

 

            

 
Fig 1. Extended Framework representing People, Processes, Technology, Governance 

and Compliance [5] 

 
Considering humans have a major role to play within the SOC, there is currently a gap 

to fully understand and resolve human factor challenges. The existing frameworks 

such as PPT, PPTGC do not account for human factors. Our research looks to address 

this gap by proposing a new framework which is anchored on the Secure Tropos 

Methodology. As a high-stakes, high 
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pressure environment, SOC analysts' decisions could have critical operational impact 

to the organization. The volume of security events that a SOC analyst analyses in a day 

is high. Decisions need to be made quickly as to what is a false positive or negative. 

They also need to factor in how much time to dedicate to these events to reduce 

spending valuable time investigating events of little value. Consequently, getting this 

evaluation wrong could lead to a breach. In 2013, the retailer ‘Target' was affected by a 

major cyber security breach where the SOC initially detected infiltration. However, for 

an unknown reason, they decided not to investigate further which consequently 

allowed the threat actors to execute their objective [11]. The weight of getting 

decisions wrong whilst playing such a crucial role may at times leave SOC analysts 

feeling stuck in a 'thankless task' [22]. Due to the high pressure and at times lack of 

information that leads to the creation of a much clearer picture of events ongoing, 

erroneous decisions may lead SOC analysts to make errors [23]. Also, SOC 

environments can contain unwittingly vicious cycles that impact morale, causing 

burnout thus leading to low retention of SOC analysts [22]. 

 

This paper seeks to introduce a novel approach to establishing a Human-Centric SOC 

that aligns with the principles of the Secure Tropos methodology [20]. By leveraging 

insights from human factor engineering, which looks at how people use technology, 

and incorporating principles that consider human limitations, ability and expectations, 

our model incorporates user-centred design principles to minimize errors and improve 

incident response. 

 
Efficiency is paramount in SOC operations, where timely detection and response to 

security threats are critical [6]. Considering this, this paper looks to investigate the 

following hypotheses: 

H1: Integrating the Secure Tropos methodology into SOCs will lead to a more 

comprehensive identification and prioritization of security requirements, resulting in 

enhanced alignment with organizational goals and improved security posture. The 

intention is to examine the potential benefits of integrating the Secure Tropos 

methodology into SOCs. 

H2: The adoption of the Secure Tropos methodology in SOCs will result in more 

effective collaboration between security stakeholders, leading to improved 

communication, coordination, and implementation of security requirements. The 

intention is to as- sess the potential impact of implementing the Secure Tropos 

methodology within SOCs. 

 
In this paper, we utilise a modelling language which is part of ongoing research to create 

a framework for holistically modelling a secure SOC environment, which is anchored 

on security requirements but also considers the roles humans play within the SOC thus 

creating a more human centric model. Our proposed model emphasizes automation, 

orchestration, and integration of security tools to streamline workflows and optimize 

resource utilization. 

 

The contributions of the paper are as follows: 

Human-Centric SOC Meta-Model Integration - We propose a Human-Centric SOC 

Meta-Model that amalgamates concepts from security requirements engineering, 



 

 

 

 

 

 

 

 

 

 

 

 

human factor engineering, and the current SOC model. This meta-model serves as the 

foundational framework for designing and implementing security operations tailored to 

human behaviours and interactions within a SOC environment. By integrating human- 

centric considerations into the core of the SOC architecture, we aim to enhance overall 

security resilience by mitigating the impact of human errors and vulnerabilities. 

Enhanced Definitions for SOC Environments - Our model provides comprehensive 

definitions for SOC concepts, relationships, and properties, with a focus on addressing 

the unique challenges of securing a SOC environment. These definitions encompass 

not only technical aspects but also human-related factors such as cognitive biases, 

decision-making processes, and behavioural patterns. By capturing these elements, our 

model enables a holistic understanding of the security landscape within SOC 

operations, facilitating more effective risk assessment and mitigation strategies. 

 

By reducing manual tasks and automating routine processes, analysts can focus on 

high-priority threats and strategic security initiatives. In response, this paper presents 

a human-centric SOC model based on the Secure Tropos methodology, aiming to 

mitigate human errors, enhance effectiveness, and ensure privacy in multi-tenant 

environments. Multi-tenancy concept is explored in greater detail in the related works 

section. By utilizing the Secure Tropos methodology, this paper looks to extend the 

Secure Tropos concept within a SOC setting by identifying deeper interdependencies 

and relationships to better capture and analyse SOC security requirements. 

 

The remainder of this paper is structured as follows: Section 2 describes the related 

work and Section 3 outlines the methodology. The proposed framework is explained in 

Section 4 and the results are presented and discussed in Section 5. Finally, we conclude 

the proposed approach and discuss future directions in Section 6. 

 

2. Related Work 

 

There exist two viewpoints when it comes to SOCs, industry and academic [12]. The 

academic viewpoint appreciates that the topic has a lot of drive from industry. There is 

also a lot of ambiguity within industry when referring to the SOC. That said it is 

important to note that there is agreement within the research community on the SOC 

capabilities but there is lack of consensus when it comes to what constitutes a SOC. 

There has been more work focusing on characteristics of the SOC without necessarily 

paying much attention to the overall picture. The lack of a commonly agreed holistic 

definition of the SOC and its composition can be a major challenge for both researchers 

and organizations [12]. There is a need for a commonly agreed terminology to advance 

the SOC research field further as lack of consensus hinders the development of efficient 

SOCs but also from a research point of view hinders further future innovation. 

 
In [3], the SOC has been defined as the organizational unit at the heart of security 

operations. They argued that it is not a single entity or system but rather a complex 

structure that manages and enhances an organization’s overall security posture whose 

core function is to detect, analyse and respond to cybersecurity incidents and threats 

whilst employing PPT. However, traditional SOC models often overlook human 

factors, leading to inefficiencies and human errors remaining a significant 

challenge in 
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cybersecurity [2]. These errors may be down to fatigue, due to the volume of security 

events SOC analysts deal with daily, the by-pass of processes when investigating active 

incidents, misalignment in configuration, and the ever-changing Tactics, Techniques, 

and Procedures (TTPs) that threat actors use to deliver exploits, etc. Management of 

human risk factors will never be 100% effective considering you can only moderate 

human fallibility rather than eliminate it. During a review of the aviation and medical 

domains, it was concluded that human rather than technical failures represented the 

greatest threat to complex and high-risk systems [28]. Considering the earlier definition 

of SOC as a complex structure [3], there is a case for comparison. The review carried 

out by [3] categorized errors into two groups: information-handling problems and 

violations (motivational problems). It also stated that different error types have 

different underlying mechanisms that occur in different parts of the organization and 

require different approaches for risk management. They also categorized mistakes as 

either rule-based or knowledge based. The study also looked at failures which can 

either be active or latent. In the medical domain, for example, active failures may be 

committed by people in direct contact with the patient. In contrast, latent failures, 

whose adverse effects may take longer to become evident, arise within the 

management and organizational sphere. 

 
There is an argument that decisions made by senior management can create conditions 

in the workplace that subsequently promote individual errors and violations. 

Consequently, the likelihood of an unsafe act being committed is heavily dependent on 

the nature of the task and by the local workplace conditions, which in turn, are the 

product of "upstream" organizational factors [28]. Technology should amplify human 

capacity and capabilities to be creative and apply critical thinking to tasks and 

problems. Increasing automation helps decrease the number of mundane tasks [36, 37] 

by deploying tools. Automating specific tasks can also help increase operational 

efficiency. A counter argument by [28] states that automation and advancement in 

equipment is not a panacea for human factor problems as this merely relocates them. 

In contrast, training people to work effectively in teams incurs relatively low costs but 

has achieved significant enhancements of human performance within the aviation 

industry. 

 
As mentioned earlier there is a lot of ambiguity when it comes to the commonly agreed 

holistic definition of the SOC and its composition [12]. In their research [3] sought to 

find the definition of the SOC, the design / architecture and its constituent parts. Their 

study broke the literature found into two distinct categories: 

• General Aspects – This included SOC definitions, operational models and 

architecture. 

• Building Blocks – Composition of the SOC. 

From the SOC architecture perspective, three general architectural approaches applied 

to the SOC design were identified [3]: 

• Centralized – Data is sent from different locations and subsidiaries to a central 

SOC for further analysis and processing [4,5]. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Distributed – Resembles a single system operating across subsidiaries [6,7]. 

From a user’s perspective this may appear as if dealing with one entity. Such 

distributed systems enable all entities to retrieve, process, combine and pro- 

vide security information and services to other entities [8,9] allowing the 

workload and data to be spread evenly. 

• Decentralized – Combines elements of both centralized and distributed design 

approaches [10]. A few SOCs possibly with limited capabilities report to a 

centralized SOC, either one or more. 

 
From the security requirements capture perspective, it is important to map out the com- 

position of the SOC and how each piece interacts, not forgetting the humans within the 

environment. Early SOC models, proposed over 15 years ago, were comprised of five 

modules [4, 5], which included an event generator, event collector, message database, 

analysis engine and reaction management software. This has moved on and there is the 

incorporation of digital forensics and proactive capabilities to prevent attacks in 

modern SOCs. For the SOC architecture, it has been suggested that this consists of a 

generation layer, acquisition layer, data manipulation layer and an output or 

presentation layer [10]. 

 

SOCs operation can be internal or external to a business [11, 12, 13, 14]. Five different 

operational models based on the size of organizations and authority have been proposed 

by [15]. These include Virtual, Large, National, Small and Tiered SOCs, which can be 

further clustered into four main categories; Dedicated, Virtual, Outsourced and Hybrid. 

Each model has advantages and disadvantages. Considerations should be made before 

choosing a model suitable to an organization. Factors such as company strategy, 

industry / sector in which the organization operates, size of organization, 

implementation costs, inhouse setup timescales versus outsourcing the whole service, 

regulations (based on sector), privacy, jurisdiction, availability requirements, 

management support considering the criticality of the business, integration and how 

well this service plugs into the existing infrastructure, and data loss concerns 

considering the vast amounts of data that converged in a central point for processing. 

It is also challenging to recruit and retain SOC experts, and all the above key points 

should help in determining the type of SOC an organization takes up. 

 
Managing security, especially in outsourced multi-tenanted environments, presents 

unique privacy challenges [25]. Multi-tenancy, in the context of cloud services, refers 

to a software architecture where a single instance of the software application serves 

multiple customers, or "tenants." These tenants share the same underlying infrastructure 

and resources while remaining isolated from each other logically. In a multi-tenant 

environment, each tenant typically has its own set of customizable configurations, data, 

and user access controls, ensuring privacy and security [20]. This approach allows 

cloud service providers to achieve economies of scale by efficiently utilizing resources 

across multiple customers while providing cost-effective services [20]. Multi-tenancy 

is commonly used in cloud-based Software-as-a-Service (SaaS) applications, where it 

enables the provider to serve a large customer base efficiently while offering scalability. 
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and flexibility to individual tenants. It is important to ensure segregation between tenant 

instances from a security and privacy perspective [20]. 

 
Multi-tenancy is mostly relevant to Managed Security Service Providers (MSSP), who 

offer SOC services to multiple organizations under one tenancy. Tools used to monitor 

these different organizations in most cases are hosted in a tenant managed by the MSSP. 

Even though there are technical controls in place to ensure segregation of one 

organization environment from the next, there are privacy risks that would need to be 

addressed [20]. SOC analysts within an MSSP may have access to multiple 

environments as part of their job when it comes to the monitoring approach. Our 

proposed Meta-Model looks to highlight the need to capture security requirements 

whilst adopting privacy-by-design principles, ensuring that sensitive data is adequately 

protected, and access controls are strictly enforced. Encryption, anonymization, and 

data segregation techniques are employed to prevent unauthorized access and mitigate 

the risk of data breaches across tenant boundaries. 

 

2.1 SOC Open Challenges 

The number of cyber security related breaches is on the increase, and it is thought that 

the number of unreported cases could be higher than the reported ones [11]. The annual 

cost of a cyber-attack has also risen. The mean time to detect a cyber-breach is roughly 

196 days as of 2018, with a further 69 days to contain the attack, which could be seen 

as ineffective detection and mitigation [3]. This also demonstrates how cyber breaches 

can go undetected for long periods and could be an indication of how complex it can be 

for an organization to fully understand assets that need protecting and what 

technology to implement that would result in effective controls. As part of the review, 

this paper, along with references [11], [17], and [53], summarizes several challenges 

facing the SOC. Fig. 2 also includes the proposed human factor category from our re- 

search. The challenges are outlined (see Fig. 2). 



 

 

 

 

 

 

 
Fig 2. Summary of SOC challenges from [11], [17], [53] and our contributions, with a 

focus on human factors as a critical addition to the PPT Framework 

 
Also, the PPTGC framework [5] frames open SOC challenges into the four categories 

of People, Process, Technology, Governance and Compliance. This is a more logical 

way to consolidate and categorize to better address and look to resolve issues.  

 
People 
Challenges include a lack of understanding of how a SOC analyst decides to 

investigate an incident and how much time to dedicate to it [26]. Many attempts to 

improve efficiencies within the SOC are not informed by a decision-making theory or 

even input from SOC analysts [27]. Improvements seem to be derived from 

organisational level methods through the intervention of governance structure, 

interconnectivity between business units, and the delegated authority of the SOC [5]. 

Even though the approaches are valid without a firm understanding of the cognitive and 

emotional nature of the SOC role, it is difficult to ensure that analysts are best 

equipped to make effective decisions. This also means there is little consideration for 

subjective factors such as fatigue and stress that affect SOC analysts. 
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To address the time limitation, cyber deception technologies such as honey pots are 

becoming more common [25]. They could be used as a tactic to buy more time so SOC 

analysts can reach decisions while under less pressure. The way this works is by 

simulating a real environment where the threat actor reveals their intentions in a safe 

environment. Cyber deception technology is increasingly becoming part of an active 

defence toolkit as it has the potential to increase uncertainty and fear in attackers such 

that they make mistakes, waste resources and leak information about their TTPs [25]. 

 

There is a need to understand the link between the decision making and behaviour of 

both threat actor and defender. Most cyber deception research tends to build from a 

computer science perspective where the scope is often truncated to misdirecting a 

threat actor on a network rather than impacting decision making and behaviour as 

suggested by [25]. A study by [22], which involved training several computer science 

students before embedding them in three different SOCs by applying an 

anthropological approach, found evidence that rather than the parallel process 

expected in normative decisions, many SOC analysts followed a "hunch", which in 

most cases are accurate despite the intuitive non-analytical nature of the approach. It 

may also be the case that due to the highly dynamic nature of the constant evolving 

threats, SOC analysts rely on skilled intuition. This type of decision-making process 

has the characteristics of being quick and heuristics are also often highly adaptive and 

effective [30]. These sorts of decisions are described as Type 1. Type 2 decisions are 

often ‘rational’, much slower and deliberate and on some occasions less effective in 

contrast to Type 1 [30]. Due to the high volume of alerts that need investigating and 

which are mostly false positive, it would be unrealistic to assume that SOC analysts 

would treat these alerts equally [31]. There is a tendency to fall back to Type 1 

decisions to cope with the large volume of alerts. 

 
The application of tacit knowledge within the SOC was investigated by [32]. This is 

often described as knowledge that is difficult to articulate or transfer. The application 

of tacit knowledge can be seen in other domains such as medicine and is beneficial in 

expediting problem-solving procedures during an emergency response. Within an IT 

setting, there is a lack of understanding when it comes to tacit knowledge [32]. During 

post-incident review within the SOC, and especially when reviewing the Root Cause 

Analysis (RCA), opportunities to identify areas where tacit knowledge have been ap- 

plied may come to light. Also, the best way to integrate technologies like cyber 

detection into established SOCs is unclear, especially since analysts rely on tacit 

knowledge and have developed valuable habits over time to perform their roles 

effectively. 

 
The role of a SOC analyst is cognitively demanding due to the myriads of activities 

they are responsible for [33]. Such activities require constant monitoring of security 

alerts and being in a state of perpetual vigilance. To better understand the quality of 

alerts produced by security tools, [33] carried out a series of interviews and an online 

survey with 20 SOC analysts. The findings indicated that most alarms were attributed 

to benign triggers or events that could be explained as being legitimate within an 

organisational context. The downside to this, from a SOC analysts' perspective, was 

high levels of stress. Each alert, false positive or not, involves some level of 

investigation. Thus, SOC analysts risk reprimand should they misattribute an alert as 

benign. It is important that the tools deployed within the SOC are tuned to reduce the 

number of false positive detections, which would then impact the SOC analysts' 

cognitive load. 

 
As for training, this may take many forms, from vendor specific for all the various tools 

the SOC analyst interacts with daily, to learning whilst doing the job, such as shadowing 

a senior or more experienced colleague. There may be a need to develop a system that 

models triage actions of senior analysts to aid junior colleagues dealing with similar 

cases [40]. Playbooks provide an overview of actions and tasks based on the experience 

of senior SOC analysts [41]. When it comes to training, the creation of knowledge 

graphs / training matrix representing domain knowledge and gaps can help focus areas 

that need attention [42]. 

 
Processes 

Within the SOC, processes are based on a framework, such as the Incident Response 

Lifecycle as the main goal is to prepare and respond to incidents [43, 44, 45]. The NIST 



Incident Response Lifecycle consists of four steps, “Preparation”, “Detection and 

Analysis”, “Containment, Eradication and Recovery” and “Post-Incident Activity”. 

The view on processes based on the systematic literature review from [3] is that 

technical steps within the Incident Response Lifecycle are dealt with intensively, 

whilst those surrounding them are treated sporadically, highlighting an area for further 

research [3]. Their observation is based on the lack of SOC specific scientific 

publications especially relating to “Post-Incident Activity”. 

 

Preparation – Focuses on data collection but there is a lack of uniformity of steps com- 

posing this process [3]. As part of their investigation, [47] conducted interviews with 

13 SOC professionals from 5 SOCs and concluded that SOC analysts relied on having 

the right toolsets to understand the data. 

 

Detection and Analysis – A huge volume of data is collected within the SOC, and it 

can become overwhelming to even seasoned security experts. The focus here is to make 

sense of what has been collected by turning it into useful information [45]. This step 

also includes alert prioritization / triage, which serves two main purposes; ensuring that 

the most severe incidents are treated as a priority and looks at the distribution of 

incidents based on available resources. 

 

Containment, Eradication and Recovery – The focus here is to stop harmful events in 

their tracks, then look to eradicate and recover. Several frameworks can be adopted 

during this stage of tackling incidents such as the Observe, Orient, Decide, Act (OODA) 

loop, which is an analytical framework for decision-making [48]. One could also adopt 

the Plan, Do, Check, Act loop [45]. 

 

Technology 

Levels of data collection within the SOC vary from one organization to another de- 

pending on their scope, size, operational model, and architecture [3]. Prioritization of 
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assets that need to act as sources of security events need to be determined prior to data 

collection. There is a fine balance to be struck when it comes to collecting too much or 

too little data to be presented to the SOC analyst. Collecting too much may impact 

operational efficiency, conversely collecting too little may mean malicious events are 

missed. Other elements that come into play include data retention, privacy, and 

regulations. Organizations need to determine the sensitivity of the data captured and 

look at ways to minimize the risk around it [3]. 

 
The integration of advanced technologies, like SIEM, SOAR (Security Orchestration, 

Automation, and Response), and threat intelligence platforms is crucial for enhancing 

SOC capabilities [18]. Critical data sources and assets must be configured to transmit 

security events to tools such as a SIEM [3]. These sources of data may include firewalls, 

Intrusion Protection Systems (IPS), Intrusion Detection Systems (IDS), antivirus 

software, identity and access management platforms, switches, routers, servers, or 

virtualized environments such as hypervisors [3]. It should be noted that people also 

play a major part as a data source. In the article by [49], they look at humans being 

employed as a sensor. In Human-as-a-Security-Sensor, [49] look at human abilities to 

detect anomalies, which at times are not detected by automated processes. 

 
Governance and Compliance 

Having SOC governance and compliance is key [3]. Governance is responsible for set- 

ting out the effective and efficient use of IT systems. This is achieved by providing 

strategic direction, which is reinforced by policies, standards, and procedures. 

Compliance focuses on the ability to abide by external regulations. The SOC lacks 

holistic standards or industry specific guidelines to help organizations to make 

decisions [50]. That said, the SOC can ensure that certain compliance requirements 

are met by following standards that focus on specific tasks [51, 52]. 

 
A SOC should have controls in place that are regularly audited to assess the current 

level of maturity, SOC capabilities and operational effectiveness. The Capability 

Maturity Matrix (CMM) is a framework for assessing the maturity of organizational 

process consisting of five stages: non-existent, initial, repeatable, defined process, re- 

viewed and updated, and continuously optimized [14]. A recommendation by [19] 

would be to adopt this approach to assess how well SOC building blocks have been 

implemented. 

 

Summary 

The SOC continues to face several challenges. Key gaps identified in the review include 

difficulties in identifying SOC components, issues with security capture including the 

identification of relationships and interaction between SOC components, and 

challenges related to human error. Considering the SOC is a socio-technical 

environment where social interactions and technological systems are closely 

integrated, addressing human factor gaps may result in further creation of effective 

collaboration, communication, and teamwork, which are essential in such a setting. 

This paper aims to address security capture challenges using Secure Tropos and 

provide further insights into human error by conducting a case study. 



 

 

 

 

 

 

 

 
3. Methodology 

 

As seen in the related work section, different study methods have been used to conduct 

SOC research, such as semi-structured interviews, onsite visits, case studies, and 

ethno- graphic field work [19, 11, 53]. This project utilized two phases. A case study 

in phase one focused on the role human factors and human error plays within the SOC. 

Phase two utilized Secure Tropos to extend the PPT framework to include human 

factors. This novel approach in phase two provides a means for both security experts 

and software / system designers to better visualize and integrate security requirements 

as part of the SOC design process. Other frameworks such as PPT, do not offer the 

same level of visualization achieved through the creation of a meta-model. 

Visualization through meta-models, which can be further decomposed to reveal 

detailed interactions between various entities, appears to be a more effective approach 

for creating deeper understanding of the SOC environment. The proposed framework 

focuses on ensuring that the human factors, are accounted for and central to the 

architecture's design, with security needs embedded into every layer of the SOC 

ecosystem. 

 
The Secure Tropos methodology, as a concept, refers to a high-level abstraction used to 

represent recurring patterns or structures within the system being modelled [4]. 

Concepts help to simplify the modelling process by capturing common characteristics 

and relationships among elements in the system. They provide a way to modularize 

and organize the system's components, making it easier to analyse and reason about 

the system's behaviour and security requirements. Concepts can include various 

elements such as actors, agents, goals, dependencies, capabilities, trustworthiness, 

security requirements, threats, attacks, and countermeasures [20]. These concepts are 

used to model the system's architecture, interactions, and security aspects, enabling 

stakeholders to understand and address security concerns throughout the development 

process. 

 

The Secure Tropos methodology is used in software development and requirements 

engineering and extends the Tropos Framework by incorporating security consideration 

into the early stages of software development. The Secure Tropos methodology focuses 

on developing secure software solutions by considering and incorporating security from 

the onset ensuring it is not an afterthought that gets bolted on at the end [21]. It provides 

the ability to define and identify high level goals and ways to further secure systems 

from external threats. The additional benefit for our proposed model is that it can be 

adopted to review existing SOC deployments as part of a risk-based continuous 

assessment lifecycle but also review how new tools deployed to the SOC would affect 

the overall posture. Secure Tropos is also used to identify relationships and security 

requirements within the SOC entity by generating a Meta-Model. Lucid Chart, which 

has a  Unified Modelling Language (UML) module, is also used in the production of 

the Meta-Model proposed in this paper. 

 

Secure Tropos, which can be used to identify security constraints, is an Actor (agent) 

oriented methodology that can be used to identify and model different actors and how 

they interact with the solution or system under development [21]. Actors can be 

systems, organisations, or humans. It delves deeper into understanding the 

dependencies on actors and the goals, they are looking to achieve. These goals can 

relate to functionality, security, or other aspects of the solution or system. Our 

approach takes on the “social perspective” by considering the involvement of humans 

and their organisational behaviours and the social phenomenon around them. It is an 

approach that focuses on security concerns and issues that might affect systems 

security. Security assets are resources used to protect against concerns. Through 

modelling, Secure Tropos also allows configuration of security policies and rules that 

govern how systems should behave to ensure security. Traceability and risk assessment 

are also included where developers can trace, for example, security goals and 

requirements back to the processes and actors they originated from. Identification of 

risk and prioritisation is handled via risk management. As security needs regular 

revaluation rather than a onetime concern, Secure Tropos supports this approach by 

being incremental and iterative during the development cycle. 

 

For a qualitative survey, [55] suggest a range of (4-50) participants due to the volume 

of data collected and the appropriateness of participants based on their knowledge of 

the research topic. Considering this, our study utilised a mix of 6 experts and SOC 

analysts. For the case study, we utilized a qualitative research design consisting of an 

online questionnaire sent out to 15 SOCs within the UK targeted at Subject Matter 

Experts (SMEs) from industry. Questions included a mixture of closed and open-ended 

questions. The questions aimed to elicit an understanding of current SOC practices and 



how human factors have affected SOC effectiveness. The average time to complete the 

questionnaire was 47 min (min: 27, max: 57). Ethical approval for this research was 

provided by the University of East London Ethics Committee. The participants 

represented various roles within a SOC, MSSPs providing services to both public and 

private organizations. We believe this provided a solid breadth of perspectives in our 

sample. 

 

4. Proposed Extended PPT Framework 

This section introduces the proposed mapping for a Human-Centric SOC in the context 

of the Secure Tropos methodology. Based on our research and on the literature review, 

the following Secure Tropos constructs, and terminology have been identified as 

essential. Table 1 outlines the language and constructs derived from Secure Tropos, 

such as actors, relationships, and goals. Table 2 outlines each agent or entity with 

specific goals to accomplish, detailing their characteristics and relationships with other 

agents. Table 3 details the dependencies between each agent and other agents, while 

Table 4 outlines various risks identified in a SOC environment and their corresponding 

mitigation strategies. 

 
To effectively structure SOC operations, our proposed framework adopts an approach 

similar to NIST, with particular emphasis on considerations starting from the design 

phase, as highlighted in the introduction section when describing incident handling. 

Our proposed framework consists of the following stages / levels with an anchor to 

Secure Tropos Methodology. 

Conceptual – Similar to what we have covered in this research, this stage involves the 

proposing or describing the entire ecosystem of SOC and identifying what is in SOC. 

This also includes the capture of the composition of SOC operations ensuring SOC 

resources (Analysts, Managers etc) understand SOC boundaries and any limitations 

that may be present.  

Logical – This stage involves the creation of the Meta model (see Fig. 3) identifying 

the relationships between People, Process, Technology and Human Factors interacting 

with each other.   

Implementation – This stage looks to address technical elements that enhance the 

effectiveness of SOC operations. This could be the implementation of different 

technologies can be used to enhance the SOC operations. It also includes for instance 

the use of Artificial Intelligence and Machine Learning techniques in detection, 

monitoring and event analysis. Other considerations that facilitate the implementation 

of a human centric SOC such as gamification which ensures SOC Analysts remain 

engaged when investigating events are implemented here.   

  

Validating this new framework may take several forms such as seeking expert opinion, 

conducting a SOC Maturity Assessment using similar frameworks such as NIST, 

reviewing Key Performance Indicators (KPI) and other Metrics. As part of future 

research, our model could go through further validation by extending it use to a wider 

audience.  

 
Table 1. Secure Tropos Terminology (Language and Constructs) for SOC.  

 

Category  Element  Description  

Language  Goals  Objectives that agents aim to achieve.  

  Tasks  Specific activities that agents perform to achieve goals.  

  Resources  Assets and capabilities required by agents to accomplish tasks 
and achieve goals.  

  Agents  Entities (individuals, groups, or systems / software 

components) that have goals and perform tasks.  

  Actors  A subset of agents, typically referring to people or groups, / 

software components within the SOC.  

  Relationships  Interactions or dependencies between agents, tasks, and 

resources.  

  Constraints  Conditions and limitations that affect how tasks are 

performed, or goals can be achieved.  

  Risks  Potential events or conditions that could prevent achieving 
goals or performing tasks effectively.  

  Mitigations  Strategies or actions taken to reduce risks.  

Constructs  Goal Models  Illustration of goals of SOC agents and the tasks required to 

achieve them.  

  Actor Mapping  Visual representations of SOC agents, their roles, and their 
relationships.  

  Relationship 

Mapping  

Illustrations of how SOC agents depend on each other for 

resources, tasks, and goal achievement.  

  Risk Models  Table outlining potential risks and mitigations.  
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Table 2. Goal Models - Description of Agents, Their Characteristics, Goals, and Relationships 

 
Agent  Characteristics  Goals  Relationships  

Security 

Analysts  
Skilled in threat 

detection and 

response, 

continuously trained, 

work under high 

pressure  

Efficiently detect and 

respond to security 

incidents, minimize false 

positives, maintain 

situational awareness  

Collaborate with IT staff, 

communicate with management, 

utilize tools and threat 

intelligence, and monitor end-

user activities, share threat 

intelligence with external 
partners.  

IT Staff  Technical expertise 
in infrastructure 

management, 

responsible for 
implementing 

security controls  

Maintain and secure IT 
infrastructure, ensure 

seamless operation of 

security tools, support SOC 
operations  

Support security analysts, manage 
hardware and software assets, 

interact with cloud providers, 

report infrastructure status to 
management, maintain tools.  

Management  Strategic oversight, 

responsible for 

resource allocation, 

ensure compliance 

with regulations  

Oversee SOC 

effectiveness, align SOC 

activities with business 

goals, ensure regulatory 

compliance, allocates 

resources  

Communicate with analysts and 

IT staff, make decisions based on 

SOC reports, interact with 

external auditors, and provide 

training to end-users.  

External 

Partners  
Provide specialized 

expertise, threat 
intelligence, and 

incident response 

support  

Enhance SOC capabilities, 

offer additional resources 
and knowledge, assist in 

incident response  

Share threat intelligence with 

SOC, assist in incident response, 
provide external audits, 

collaborate with management on 

compliance assessments.  

End-Users  Employees whose 
activities are 

monitored for 

security, potential 

internal threat vector  

Perform their job functions 
securely, adhere to security 

policies, increase security 

awareness, reports 

anomalies  

Receive training and awareness 
programs from management, 

follow security guidelines set by 

SOC, report anomalies to security 

analysts.  

Threat 

Actors  
Individuals or groups 
with malicious intent, 

constantly evolving 

tactics  

Exploit vulnerabilities, 
disrupt operations, steal 

data  

Adversarial relationship with 
SOC, targeted by threat 

modelling and defence 

mechanisms, pose risks that SOC 
mitigates through continuous 

monitoring and response 

strategies.  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Table 3. Dependency Graph - Identifying SOC Dependencies 
 

Agent Dependency 

Security 

Analysts 

Depend on IT Staff for infrastructure support and tools maintenance, 

depend on Management for strategic direction and resources. 

IT Staff Depend on Management for resource allocation, depend on Security 

Analysts for feedback on tool effectiveness. 

Manage- 
ment 

Depend on Security Analysts for incident reports and metrics, depend 
on IT Staff for infrastructure status. 

End-Us- 

ers 

Depend on Management for training and awareness programs, depend 

on Security Analysts for incident response. 
 

 

Table 4. Risk Models – SOC Risks and Mitigations 
 

Risk Description Mitigation 

Human 

Error 

Mistakes made by SOC staff 

or end-users that could lead to 

security breaches. 

Regular training and awareness pro- 

grams, automated checks, and balances. 

Burnout High stress levels leading to 

decreased performance 

among security analysts. 

Implement stress management strate- 

gies, rotate shifts, provide mental health 

resources. 

Evolv- 

ing 

Threats 

Constantly changing tactics 

by threat actors. 

Continuous threat intelligence updates, 

regular training, adaptive security 

measures. 

Re- 

source 

Short- 

age 

Insufficient resources (staff, 

tools, budget) to maintain 

SOC operations. 

Strategic resource allocation by man- 

agement, prioritize critical operations, 

leverage external partnerships. 

 

Fig 3 represents the proposed extended PPT Framework. We used Lucid chart to 

produce the Meta-Model, which details the composition, interactions and checks to 

ensure CIA is maintained. The diagram also shows key considerations, which can 

further decompose into their own topics. For example, under “Technology”, it is 

important to consider where hosting takes place. Is this in the cloud or on premise? 

What sort of risks are present with the options chosen and how does that impact 

privacy concerns. Other considerations, such as the location of where business data 

will reside / jurisdiction and regulations are also key. 



 

Fig 3. Proposed Extended Framework representing People, Processes, Technology, 

and Human Factors 

 
5. Results and Discussion 

 

R Studio’s Text Mining module was used to qualitatively analyse the case study results. 

A sample of some of the questions posed during this study included “In your opinion, 

what are the primary causes of human errors in the SOC?”. It was clear that some SOC 

analysts felt pressure was one of the contributors for human error. Pressure was either 

associated with a rush to close tickets, which also led to steps in set processes being 

skipped or having to deal with a huge volume of security events which needed 

analysing quickly. Figure 4 displays the feedback following this question. 
 

 

Fig 4. Question response displayed using word cloud. 

 
When asked “How effective is the communication and coordination processes within 

the SOC in preventing human errors?”, some analysts felt it was not effective. 

❝ Not very effective (communication need improvement). ❞ 

~  SOC Analyst  

 
We also asked, “Are there any specific tasks or activities within the SOC that are more 

prone to human errors?”. Event analysis and response was highlighted predominantly 

due to the volume of events that each analyst was dealing with daily. 

❝ Event analysis & response (Situational Awareness) ❞ 

~  SOC Analyst  



 
A question on shift patterns revealed that half the respondents had an equal mix of days 

and nights. A third were mostly on day shift and the remainder had a broad range of 

activities to support the team and provide continuity between shifts in periods of 

absence. When it came to handing over from one shift to another, results revealed 

different SOCs approach this differently, with one SOC outlining high priority security 

events during the shift and the customers that were affected. Other used email with 

bullet points. It was also evident from the response for time allocated for shift 

handover, that not all SOCs had dedicated slots with one response indicating: 
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❝ There is no set time, this can be different from day to day. ❞ 

~  SOC Analyst  

 
Based on the case study results, a SOC would benefit from having a protected slot for 

handover with a clear set of processes and procedures on how and what needs to be 

covered during the handover, ensuring the transfer of responsibility is clear from one 

shift to the next. This is also in contrast if compared to the medical and aviation 

industries. Results from the case study indicated that the SOCs were conducting 

training on tools they used. Also, SOC analysts were learning from past events. Where 

appropriate and available they were utilising automation to try and reduce human 

error. 

 

After implementing the Secure Tropos methodology to address current challenges 

facing the SOC, our proposed framework could offer significant improvements across 

key areas such as the capture of security requirements during the design stage of the 

SOC but also conducting assessments on existing SOC deployments. The adoption of 

Secure Tropos creates a proactive approach to threat mitigation, enabling SOC teams 

to identify and address potential threats more effectively through dynamic threat 

modelling and automated security controls. This is in support of the hypotheses H1 

and H2 as described in the introduction section. Moreover, Secure Tropos promotes 

visualisation, identification of clear goals, objectives and relationships, collaboration 

and communication among SOC stakeholders, leading to improved coordination and 

alignment of security initiatives with organizational goals. This enhanced collaboration 

enhances overall efficiency and effectiveness within the SOC. Additionally, the 

methodology facilitates the efficient capture and integration of security requirements 

into SOC operations, ensuring that security efforts are prioritized based on their 

impact on security posture and organizational objectives. Overall, the findings 

underscore the effectiveness of Secure Tropos in enhancing SOC capabilities and 

strengthening an organization's overall security posture. 

 

6. Conclusion 

 

The proposed Human-Centric SOC model offers a comprehensive framework for 

enhancing security within the SOC. Extending Secure Tropos concepts and creating a 

detailed view of the relationships between components provides a better understanding. 

By integrating human factor engineering, efficiency enhancements, and privacy 

considerations within the Secure Tropos methodology, organizations can establish 

resilient and effective security operations tailored to the needs of diverse stakeholders. 

This paper has also shown the importance of addressing the human element within the 

SOC as reliance on technology alone cannot resolve the existing issues. It is important 

to address social dynamic requirements within the SOC ecosystem as it involves 

teamwork, which also needs clear communication and collaboration between different 

groups. 

 

This paper proposed to explore the development of a human-centric SOC that would 

integrate human factors and security requirement factor engineering while using the 

Secure Tropos methodology. This study faced minor limitations and challenges which 

included the complexity of integrating multidisciplinary concepts such as human factor 

engineering, limited prior research in human factors engineering within the SOC, and 



 

 

 

 

 

 

 

 

 

 

 

 

 

the need for long-term evaluation, which can be an area of future development. Despite 

these limitations, addressing these challenges could lead to significant improvements 

in SOC design and security outcomes, underscoring the importance of navigating these 

limitations effectively to ensure the validity and practicality of the research findings. 

Tailored to the needs of diverse stakeholders. Our model would also be useful in 

evaluating established SOCs, considering it is adopted to a risk-based continuous 

assessment approach. Without time limitation our study could benefit from wider 

worldwide engagement for further validation. This could be achieved in the future. The 

following areas have also been identified as potential topics for future research in the 

SOC context; tacit knowledge transfer, SOC specific training methods, targeted data 

collection and the utilisation of data protection techniques such as anonymization and 

pseudonymization. 
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