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A B S T R A C T
With the rapid new advancements in technology, there is an enormous increase in devices and
their versatile need for services. Fifth-generation (5G) cellular networks (5G-CNs) with network
slicing (NS) have emerged as a necessity for future mobile communication. The available network
is partitioned logically into multiple virtual networks to provide an enormous range of users’ specific
services. Efficient resource allocation methods are critical to delivering the customers with their
required Quality of Service (QoS) priorities. In this work, we have investigated a QoS based resource
allocation (RA) scheme considering two types of 5G slices with different service requirements; (1)
enhanced Mobile Broadband (eMBB) slice that requires a very high data rate and (2) massive Machine
Type Communication (mMTC) slice that requires extremely low latency. We investigated the device-
to-device (D2D) enabled 5G-CN model with NS to assign resources to users based on their QoS needs
while considering the cellular and D2D user’s data rate requirements. We have proposed a Distributed
Algorithm (DA) with edge computation to solve the optimization problem, which is novel as edge
routers will solve the problem locally using the augmented Lagrange method. They then send this
information to the central server to find the global optimum solution utilizing a consensus algorithm.
Simulation analysis proves that this scheme is efficient as it assigns resources based on their QoS
requirements. This scheme is excellent in reducing the central load and computational time.

1. Introduction
5G cellular networks broadly interpreted as International

Mobile Telecommunications-2020 (IMT-2020) have revo-
lutionized the world by reshaping how human beings and
machines respond. The increasingly rapid shift is due to the
growing demand for data rates, a significant no. of connected
devices, and the most extensive applications worldwide [1].
5G-CNs promise to deliver the users a dynamic range of
services while considering their QoS aware constraints in
traditional cellular networks. Two of the most essential 5G
used cases proposed by standard organizations [2, 3], that
are considered in this work: (1) enhanced Mobile Broadband
(eMBB) that deliver very high data rate and capacity with
fast link setup, (2) massive Machine Type Communication
(mMTC) that provide support for applications having ex-
tremely low latency demand.

D2D based 5G cellular communication is known to be
significant these days due to their increased benefits of
providing less transmission delay, reducing system load with
low power consumption improving system performance and
throughput [4]. 5G network slicing is also an emerging
technology of the future because it divides the available
network resource into logical network slices that can be
customized according to the user’s service-based demands
[5]. Mobile edge-based computation is a very recent concept
where the load of the central controller is reduced as edge
devices perform most of the control and management tasks.
This also reduces the transmission delay of a system [6]. In
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the future, these technologies will deliver the users with real-
time experience for smart online games, autonomous motor
vehicles, delay-sensitive medical emergency applications,
remote and intelligent services, and many more like this.

The scope of all future cellular networks design is to
integrate the important 5G technologies. Combining D2D
and network slicing in 5G cellular networks will provide all
of the benefits in a single network design [7]. The primary
goal of research for all future enhancements these days is
to design an innovative system model capable of connecting
with an enormous number of devices supporting a vast range
of customized services with minimum system overhead and
computation delay. Efficient RA in such a system is the main
challenge these days, which must be addressed [8]. Network
slicing allows the users to use their required QoS slice to
assign resources based on their needs.

The proposed research work is based on a system model
that optimizes the RA and throughput based on QoS-based
constraints for two types of services (eMBB and mMTC).
Distributed optimization methods are less commonly used
in literature than central optimization schemes. We have
proposed a mobile edge computing-based approach to solve
the edge routers located near the devices to collect the
required information. This information is then sent to the
slice controller, assigning the network slice based on the
received data. Such a system will reduce the central system’s
computation time and load compared to conventional opti-
mization schemes.

Section 2 is about the recent related work, section 3
demonstrates the motivation and research gap, and section 4
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depicts the significant contributions of this work. Section 5
is about our proposed system model, and section 6 discusses
the details of problem formulation. Section 7 is about the
proposed solution of the optimization problem, section 8 dis-
cusses the performance evaluation of simulation outcomes,
and lastly, section 9 discusses the conclusion with future
works.

2. Related Work
Previously, a lot of research has been done to exploit

the efficient RA schemes in 5G cellular networks with D2D
and NS individually. D2D communication technology is
prominent nowadays due to its enormous benefits of very
less transmission delay and high throughput, but efficient RA
is essential in this case [9, 10, 11]. D2D underlay system
is considered that share and reuse the resources of cellular
users [12]. Most existing literature [13, 14, 15, 16] on D2D
is with traditional cellular networks without using 5G and
NS technology. The work done in [17] and [18] proposed
resource management in D2D using 5G but lacks the NS and
QoS scenario.

Many researchers have investigated the RA using NS
in 5G cellular networks [19, 20, 21, 22, 23, 24] but the
QoS-based RA remained ignored for many years. There are
many related works, but all of them were missing in one
way or the other. Like the work presented in [25] focused
on minimizing the end-to-end latency of backhaul networks
by virtual RA. Similarly, [26] proposed a context-aware RA
scheme, and [27] investigated the delay-aware RA in fog
networks. In [28, 29] the aim was to optimize the capacity,
and in [30], the goal was to maximize the revenue of NS
based heterogeneous cellular network. The work in [31],
investigated a dynamic RA scheme and [32], proposed a
resource slicing method; the aim of both of them was to
maximize the system utility. All of the works mentioned
above were on RA and optimization in virtualized/NS-based
5G cellular networks. Still, none considered using D2D,
which improves the throughput and reduces delay. Also,
no work focused on QoS-based RA for optimization that
assigns the resources to users according to their service
requirements.

RA considering QoS was investigated in detail in some
recent works using the central approach for optimization
[33, 34, 35, 24]. The QoS-based RA was exploited in [36]
for vehicular networks. Similarly, in [37] for slice-aware RA
using dinkelbach method and, in [38] using genetic algo-
rithm and branch and bound method for NS based 5G het-
erogeneous CNs. However, these works lack the D2D based
application scenario and only partially solved the problem
of maximizing the system utility. All these works solved
the problem of RA using centralized optimization methods,
but none of them used the distributed approach, which is
the major novelty of this work. In our previous work [8],
we solved the problem of spectrum efficiency maximization
using the distributed method in D2D enabled 5G-CNs with
network slicing. Still, the QoS-based customized network
slicing (mMTC and eMBB) was missing in that work.

3. Research Gaps & Motivation
In this work, we have proposed a 5G-CN with NS tech-

nology comprising D2D and capable of providing the QoS
(eMBB and mMTC) based RA to users. There is no such
work done previously to the best of the author’s knowledge.
Most of the research in the past considered either D2D or NS
individually with 5G cellular networks. None of the works
considered a system model with D2D application combined
with NS in a 5G cellular network. Moreover, the exist-
ing literature mostly investigated the RA and optimization
using central methods. Some works which have discussed
the distributed approach did not solve the problem using
edge computation. We have adopted the distributed edge
computing technique in our proposed system, which is novel
as there is no similar work done before. The edge routers
near the devices will collect the information of the type of
devices (MBS or D2D), channel information, and their slice
type (eMBB or mMTC) requirement. With the augmented
Lagrange multiplier method, every edge server will solve
its optimizing problem locally. The central server or slice
controller will then use these local estimates to find the
global maxima or minima. QoS-based RA is the prominent
approach for managing cellular networks as the main goal of
all upcoming research is to design application/service-based
solutions. D2D and NS combined with edge computation
will achieve these goals delivering improved system perfor-
mance and less cost.

4. Contributions
Our significant contribution for this research is that no

existing work has proposed the QoS-based RA using dis-
tributed edge computing approach. Also, there is no current
work for solving the QoS aware RA in a system model with
D2D and NS in 5G-CNs. This distributed method of solving
the problem reduces system load and transmission delay. The
major contributions of this research are:

• To design a 5 G-based cellular network model with
NS comprising D2D and cellular users. Based on the
users’ two service requirements, the system model
comprises two network slices (1) eMBB slice and (2)
mMTC slice.

• To develop problem formulation for RA to assign the
users to their required service slice based on QoS
constraints.

• The optimization problem is a non-convex MINLP
which is intractable to compute. Therefore, we pre-
sented the distributed edge computing algorithm with
a two-step process to find the optimized solution.

• In the first step, each edge router will calculate the lo-
cal optimum values using the augmented Lagrangian
method. In the second step, these local estimates will
be combined to compute the optimum global value by
a consensus algorithm.
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Table 1
List of Notations

Notation Description Notation Description

𝑀 MBS 𝐷 Set of D2D pairs

𝑚 Macro cell user 𝑑 D2D user

 Infrastructure Provider (IP)  Set of MVNO

𝑣 Single MVNO  Set of Network slices

𝑢 Slice user 𝑗 User type (macro or D2D)

 eMBB slice  mMTC slice

m eMBB users attached to MBS m mMTC users attached to MBS

d eMBB users in D2D mode d mMTC users in D2D mode

𝑃𝑚 MBS transmit power 𝑃𝑑 D2D transmit power

𝜎 Noise power 𝐼𝑚,𝑢 Interference by reusing MBS channel

𝑟𝑢,𝑗,𝑣 Distance from BS 𝑗 to user 𝑢 𝑃𝐿𝑢,𝑗,𝑣 Pathloss from BS 𝑗 to user 𝑢
𝜆𝑢,𝑚,𝑣 Received SINR by user 𝑢 of MVNO 𝑣, with MBS 𝜆𝑢,𝑑,𝑣 Received SINR by user 𝑢 of MVNO 𝑣, with D2D

𝐺𝑢,𝑚,𝑣 Gain of user 𝑢 from MVNO 𝑣, with MBS 𝐺𝑢,𝑑,𝑣 Gain of user 𝑢 from MVNO 𝑣, with D2D

𝑅𝑢,𝑚,𝑣 Data rate 𝑢 from MVNO 𝑣, with MBS 𝑅𝑢,𝑑,𝑣 Data rate 𝑢 from MVNO 𝑣, with D2D

𝑅𝑡ℎ𝑟𝑒𝑠,𝑗
Min data rate requirement for eMBB 𝑅𝑡ℎ𝑟𝑒𝑠,𝑗

Min data rate requirement for mMTC

𝛿𝑢,𝑚,𝑣 Binary allocation indicator for MBS 𝛿𝑢,𝑑,𝑣 Binary allocation indicator for D2D

𝛽 Sub-channel bandwidth 𝐶 Set of edge servers

• Numerical results are analyzed by comparing them
with other schemes, and it is established that our dis-
tributed system design has better average throughput
with reduced system load and computation time.

5. System Model
5.1. Network Model

Fig. 1 represents our proposed D2D based 5G cellular
network system model. It consists of a single Macrocell
with central MBS 𝑀 and several D2D pairs. The macrocell
users are represented by 𝑚 and D2D users by 𝑑. The set
of D2D pairs can be represented as 𝐷 = {1, 2, . . . 𝑑}. This
work investigates the downlink scenario with a single macro-
cell comprising one central MBS (macro base station) with
wide area coverage and very high power. The network is
assumed to be in a one-to-one spectrum sharing mode, which
means that at a time, one D2D user can reuse only one type
of cellular resource. Thus, there is no interference between
the same type of users, but as D2D pairs are reusing the
frequency resources of cellular users, cross-tier interference
must be considered.

The Infrastructure Provider (IP)  owns, maintains, and
controls all the physical resources of the system. They will
then assign these resources to the Mobile Virtual Network
Operators (MVNOs). Let’s consider a set of MVNOs de-
noted by  . Each particular MVNO, 𝑣 is not aware of other
MVNOs 𝑣′ presence and is independent. Each MVNO is
assumed to have two types of network slices  , eMBB
denoted by  , and mMTC denoted by  therefore, we have
={ U }, The slice user, 𝑢 attached to a specific MVNO
𝑣 can be categorized depending on the type of service it is
using ( or ). Let 𝑁 represent the overall users in the

Fig. 1: System model of proposed 5G-CN

network, which is the sum of macro-cell users (MU) and
D2D users (DU).
5.2. Types of Slice Users

• Type I: are macrocell users (associated to MBS)
which can either attach to eMBB or mMTC slice. m
represents the set of (high data rate) eMBB, and m

Lubna Nadeem et al.: Preprint submitted to Elsevier Page 3 of 13



QoS based Resource Allocation in 5G-CNs

represents the set of (low latency) mMTC users, both
of them attached to MVNO v, located within the area
of m.

• Type II: are D2D type users which can either attach to
eMBB or mMTC slice. d represents the set of (high
data rate) eMBB users, and d represents the set of
(low latency) mMTC users both attached to MVNO v,
belonging to D2D pairs d.

The network slice controller provides the central man-
agement as it has all the information required for the system,
like the association of users and channel state information
(CSI). The role of slice controller is two levels, i.e., network
slice selection (to choose the required slice depending on
the service requirement) and resource management (to op-
timize the resource allocation by selecting the appropriate
algorithm).
5.3. Channel Characteristics

This paper proposes the virtualized bandwidth scenario
controlled by a central slice controller or IP and then re-
assigned to MVNOs. The bandwidth 𝛽 in a channel is
divided into sub-channels of frequency 180kHz band each
[39]. The noise power in the system denoted by 𝜎 is given
as:

𝜎2 = 𝑁𝐹 +𝑁𝑂 ∗ 𝛽, (1)
𝑁𝑂 here represents the noise power spectral density, 𝑁𝐹
denotes the system noise figure, and 𝛽 represents the sub-
channel bandwidth.

We assume the Rayleigh and Shadowing log-normal
random variables for evaluating the effects of fading and
the system path loss models, which are different for macro-
cell and D2D users. The distance-dependent path loss using
Okumura-Hata model [40] for a user 𝑢 given as:

𝑃𝐿𝑢,𝑗,𝑣 = 128.1 + 37.6𝑙𝑜𝑔(𝑟𝑢,𝑗,𝑣[𝑘𝑚])𝑑𝐵𝑚, (2)
if 𝑢 ∈ {m,m}, j∈m.

𝑃𝐿𝑢,𝑗,𝑣 = 148.1 + 40𝑙𝑜𝑔(𝑟𝑢,𝑗,𝑣[𝑘𝑚])𝑑𝐵𝑚, (3)
if 𝑢 ∈ {d,d}, j∈d.
𝑃𝐿𝑢,𝑗,𝑣 is the received path loss by the slice user, 𝑢,

of MVNO 𝑣 belonging to either MBS m or D2D pair d
(𝑗 ∈ 𝑚, 𝑑) respectively. Similarly, 𝑟𝑢,𝑗,𝑣 represents the
range/distance of the user 𝑢 from either MBS 𝑚 or for D2D
pairs. This is the range between the D2D transmitter and the
receiver.

The total allowed transmit power of MBS and D2D
is denoted by 𝑃𝑚 and 𝑃𝑑 , respectively. Our system model
presumed that no two macrocell users would share the same
frequency channel. Similarly, no two D2D users will share

the same frequency resource. However, D2D users can reuse
the macro-cell user’s channel, considering macro-cell users’
minimum data rate requirement. Therefore, cross-tier inter-
ference must be considered while assigning resources to the
users.

6. Problem Formulation
The received SINR 𝜆𝑢,𝑚,𝑣 by user 𝑢 of MVNO 𝑣, having

network slice services {m,m} in the coverage location
of MBS 𝑚 can be formulated as:

𝜆𝑢,𝑚,𝑣 =
𝑃𝑚𝐺𝑢,𝑚,𝑣

𝑃𝑑𝐺𝑢,𝑑 + 𝜎2
, (4)

where 𝐺𝑢,𝑚,𝑣 represents the channel gain from MBS 𝑚 to
slice user 𝑢 attached to MVNO 𝑣 and 𝜎2 is noise. 𝐺𝑢,𝑑 is the
gain received by macrocell users from D2D users using the
same frequency resource.

The received SINR 𝜆𝑢,𝑑,𝑣 by user 𝑢 of MVNO 𝑣, having
network slice services {d,d} in D2D mode 𝑑 is given:

𝜆𝑢,𝑑,𝑣 =
𝑃𝑑𝐺𝑢,𝑑,𝑣

𝑃𝑚𝐺𝑢,𝑚 + 𝜎2
, (5)

where 𝐺𝑢,𝑑,𝑣 is the channel gain received from D2D trans-
mitter 𝑑 to slice user 𝑢 attached to MVNO 𝑣 and 𝐺𝑢,𝑚 is the
gain received by D2D user from macrocell user using the
same frequency resource.

Therefore, data rate can be computed considering the
above equations. The total achievable data rate𝑅𝑢,𝑚,𝑣 by user
𝑢 of MVNO 𝑣, having network slice services {m,m} in
the coverage area of MBS 𝑚 is given:

𝑢,𝑚,𝑣 = 𝛽𝑙𝑜𝑔(1 + 𝜆𝑢,𝑚,𝑣), (6)

𝑢,𝑚,𝑣 = 𝛽𝑙𝑜𝑔(1 +
𝑃𝑚𝐺𝑢,𝑚,𝑣

𝑃𝑑𝐺𝑢,𝑑 + 𝜎2
). (7)

Similarly, the total achievable data rate 𝑅𝑢,𝑑,𝑣 by user 𝑢
of MVNO 𝑣, having network slice services {d,d} in D2D
mode 𝑑 is given:

𝑢,𝑑,𝑣 = 𝛽𝑙𝑜𝑔(1 + 𝜆𝑢,𝑑,𝑣), (8)

𝑢,𝑑,𝑣 = 𝛽𝑙𝑜𝑔(1 +
𝑃𝑑𝐺𝑢,𝑑,𝑣

𝑃𝑚𝐺𝑢,𝑚 + 𝜎2
). (9)

𝛽 in equation (8) and (9) is the sub-channel bandwidth
which is 180KHz.
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Table 2
QoS Parameters [37, 42]

Parameter Values

𝐿𝑣, 4 kbit

𝐿𝑣, 10 kbit

𝜂 e−3

𝑇𝑚𝑎𝑥 100 ms

Δ𝑣, 5 packets/s

Δ𝑣, 10 packets/s

6.1. Data Rate Model
The data packets for MU arrive periodically, and there-

fore, their data rate requirement must be assured in a deter-
ministic way. For eMBB, the packet arrival rate is defined
as the periodic method with rate Δ𝑣,𝑗

(packet/sec), and a
constant size of𝐿𝑣,𝑗

(bits). The minimum data rate𝑅𝑡ℎ𝑟𝑒𝑠,𝑗requirement for each eMBB is given as [37]:

𝑡ℎ𝑟𝑒𝑠,𝑗
= Δ𝑣,𝑗

𝐿𝑣,𝑗
(10)

6.2. Delay Model
The IP plans the network slicing depending on the

system service requirements and network functions. The
MVNO may install multiple network slices providing similar
services for different users in the network. The network slices
are created to deliver the specific QoS requirement to the
group of users, and here in this work, we evaluate two cases
of network slices. In the mMTC slice case, the minimum
achievable data rate 𝑅𝑢,𝑚,𝑣 must be equal to or more than
the effective threshold data rate 𝑅𝑡ℎ𝑟𝑒𝑠. The characteristic of
mMTC traffic is that it is randomly generated, so the QoS,
in this case, is evaluated statistically by using the effective
bandwidth theory. This theory ensures the data packet
transmission delay bound probability. Delay is defined as
the time needed by the mMTC packet from BS to when
the user receives it. The effective bandwidth depends on
the system latency boundary violation probability 𝜂. The
maximum allowable delay boundary threshold denoted as
𝑇𝑚𝑎𝑥, the average data rate of arrival for packets is Δ𝑣,𝑗

and
the packet size for data is 𝐿𝑣,𝑗

for mMTC users. Therefore,
𝑅𝑡ℎ𝑟𝑒𝑠,𝑗

is given as [41, 42]:

𝑡ℎ𝑟𝑒𝑠,𝑗
=

𝐿𝑣,𝑗
𝑙𝑜𝑔(𝜂)

𝑇 ln(1 − 𝑙𝑜𝑔(𝜂)
Δ𝑣,𝑗

)
. (11)

The resource allocation here is based on the data rate
requirements of each type of device, i.e., for eMBB user, it is
from equation (10) and for mMTC user, from equation (11).
The scope of this work is to assign the resources to both types
of devices based on their QoS service requirements.

6.3. Optimization problem
In this work we have proposed the QoS based resource

allocation system model in D2D enable 5G-CN with net-
work slicing. The optimization problem 1 is given as:

max
∑

𝑣∈𝑉

(

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 +

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝛿𝑢,𝑑,𝑣𝑅𝑢,𝑑,𝑣

)

,

(12)
subject to:

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 ≥ 𝑡ℎ𝑟𝑒𝑠,𝑚
,∀ 𝑢 ∈ 𝑚,∀ 𝑣 ∈ 𝑉 , (13)

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 ≥ 𝑡ℎ𝑟𝑒𝑠,𝑚
,∀ 𝑢 ∈ 𝑚,∀ 𝑣 ∈ 𝑉 , (14)

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −𝑡ℎ𝑟𝑒𝑠,𝑑

]

≥ 0,∀ 𝑢 ∈ 𝑑 ,∀ 𝑣 ∈ 𝑉 , (15)

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −𝑡ℎ𝑟𝑒𝑠,𝑑

]

≥ 0,∀ 𝑢 ∈ 𝑑 ,∀ 𝑣 ∈ 𝑉 , (16)
∑

𝑗∈(𝑚,𝑑)
𝛿𝑢,𝑗,𝑣 = 1,∀ 𝑢 ∈ (𝑗 ,𝑗),∀ 𝑣 ∈ 𝑉 , (17)

𝛿𝑢,𝑚,𝑣 ∈ {0, 1},∀ 𝑢 ∈ (𝑚,𝑚),∀ 𝑣 ∈ 𝑉 , (18)

𝛿𝑢,𝑑,𝑣 ∈ {0, 1},∀ 𝑢 ∈ (𝑑 ,𝑑),∀ 𝑣 ∈ 𝑉 , (19)
1 here in (12) is the maximization of the total throughput
which is the sum of throughput of both types of slice users
considering the data rate requirements of users. The main
objective is maximize the overall system throughput in such
a way that each type of user is assigned to its required QoS
based slice (eMMB and mMTC). Depending on the data rate
requirement, the user will be assigned to that slice and then
the system performance is evaluated by throughput analysis.
Equation (10) and (11) depicts how threshold data rate can be
calculated for both services that will be used as the parameter
to choose either the device belong to eMMB or mMTC
slice. The resulting average throughput is maximized when
assigning resources to users with the type of service they
demand.

The constraint in (13) and (15) guarantees that the mini-
mum data rate requirement of eMBB users must be ensured
for both MUs and DUs in the system. The constraints in (14)
and (16) guarantees that for all users with mMTC case 𝑚or 𝑑 , the achievable data rate in both types should be by no
means less than their threshold data rate 𝑅𝑡ℎ𝑟𝑒𝑠,𝑗

. Besides,
𝛿𝑢,𝑚,𝑣 and 𝛿𝑢,𝑑,𝑣 are the user association indicators for MUs
or DUs respectively. The constraint in (17) guarantees that
at the moment, the Type I (macro cell) user will either be
associated with eMBB or mMTC slice. Similarly, the Type
II (D2D) user can only be associated with one of the slices,
eMBB or mMTC, at a time. The constraints in (18) and (19)
are the binary indicator variables which can be either 0 or 1.
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7. Proposed Solution
By examining the problem 1 in (12) closely, it can be

concluded that the given problem is a non-convex MINLP
problem which is NP-hard and difficult to solve directly.

Proposition 1: The given problem (12) is non-convex
and NP-hard.

Proof: Refer to Appendix A.
Proposition 2: The given problem (12) is a MINLP.
Proof: Refer to Appendix B.
Therefore, we have to convert this problem into a convex

form that can be solved using different mathematical tools.
In this system model, the solution size becomes unavoidably
large as it has two different types of users (MUs and DUs)
and two different types of service requirements (eMBB
and mMTC). Hence, the distributed method of solving is
proposed as given in Algorithm 1. Recently, the distributed
approach of solving the optimization problem has gained
importance as the prominent research topic [43, 44] with
Lagrange method for solving the problem has been verified
in [45, 46].

The original optimization problem 1 is transformed to
distribute it into separate parts, and the solution of each part
is computed in parallel. We can now distribute (12) into
two sub-problems based on two types of users in the system
(MUs and DUs). Let 𝑎 and 𝑏 in (20) represent two sub-
problems for macro-cell and D2D pairs case, respectively. 𝑎
denotes the equation for calculating the data rate of macro-
cell users and 𝑏 for the data rate of D2D users. This division
aims to solve the problem distributively, reducing the time
of computation and system load. Every edge server/router is
responsible for calculating its own local optimum value.

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝑅𝑢,𝑚,𝑣

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
a

+
∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝑅𝑢,𝑑,𝑣

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
b

, (20)

𝑓 (𝛿, 𝑎, 𝑏) = 𝑓 (𝛿𝑢,𝑚,𝑣, 𝑎) + 𝑓 (𝛿𝑢,𝑑,𝑣, 𝑏), (21)

𝑓 (𝛿𝑢,𝑚,𝑣, 𝑎) =
∑

𝑣∈𝑉

(

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣

)

, (22)

𝑓 (𝛿𝑢,𝑑,𝑣, 𝑏) =
∑

𝑣∈𝑉

(

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝛿𝑢,𝑑,𝑣𝑅𝑢,𝑑,𝑣

)

. (23)

Let us consider that our system comprises of 𝐶 edge
nodes or servers at various locations that perform the task of
local distributively. We first transform the constraints in (13),

(14), (15) and (16) to decompose them. The new constraints
are now given in (24), (25), (26) and (27) as:

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 ≥
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶
,∀ 𝑢 ∈ 𝑚,∀ 𝑣 ∈ 𝑉 , (24)

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 ≥
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶
,∀ 𝑢 ∈ 𝑚,∀ 𝑣 ∈ 𝑉 , (25)

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶
≥ 0,∀ 𝑢 ∈ 𝑑 ,∀ 𝑣 ∈ 𝑉 , (26)

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶
≥ 0,∀ 𝑢 ∈ 𝑑 ,∀ 𝑣 ∈ 𝑉 . (27)

Each edge server 𝐶 will solve its optimization problem
locally, taking into view the QoS requirement of users. The
given problem can easily be solved by finding the local
approximate values of (24), (25), (26) and (27). These values
will then be used to compute the global maxima or minima.
An augmented Lagrangian multiplier method is known as
one of the best approaches due to its fast convergence rate.
The constraints from (17) - (19) are global constraints, and
we will solve them using a consensus algorithm for obtaining
the combined agreement on local optimum values [47, 48].

Proposition 3: The given augmented Lagrangian opti-
mization method, when used with the consensus approach,
is generally faster in convergence in comparison to other
distributed algorithms for optimization.

Proof: Refer to Appendix C.
Remarks: By analyzing our algorithm theoretically, it

is verified that it converges at a faster rate of 𝑂(1∕𝑘) with
continuous-state errors, which are controllable using numer-
ous consensus algorithm steps.
7.1. Local Variables Optimization

Each edge server/router will compute approximates for
its local optimum value. The partial Lagrangian equation for
MU can be represented by:

∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝐿(𝑎𝑢,𝑚,𝑣, 𝜂1𝑢,𝑚,𝑣, 𝜂2𝑢,𝑚,𝑣), (28)

=
∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣

+𝜂1𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

+𝜂2𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

, (29)
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Algorithm 1 Distributed Resource Allocation Algorithm
Initialize:
𝑅𝑚=0, 𝑅𝑑=0, 𝑋𝑗←eMBB, Y𝑗←mMTC
where j∈[m,d], u=u𝑚 + 𝑢𝑑

for all 𝑚 ∈ 𝑀 do
for all 𝑑 ∈ 𝐷 do

Step-1: Calculate Data rate 𝑅𝑢,𝑚,𝑣 for Macro cell users.
𝑅𝑚 = 𝑅𝑢,𝑚,𝑣

Step-2: Calculate Data rate 𝑅𝑢,𝑑,𝑣 for D2D users.
𝑅𝑑 = 𝑅𝑢,𝑑,𝑣

Step-3:Find Threshold rate requirement for eMBB 𝑋𝑗 slice.
𝑅𝑡ℎ𝑟𝑒𝑠,𝑋𝑗

←From Eq.(10)
Step-4:Find Threshold rate requirement for mMTC 𝑌𝑗 slice.

𝑅𝑡ℎ𝑟𝑒𝑠,𝑌𝑗←From Eq.(11)
[Solve Local Variables]: Augmented Lagrange method
Step-5:Slice for Macro cell users:

if 𝑅𝑢,𝑚,𝑣≥R𝑡ℎ𝑟𝑒𝑠,𝑋𝑗
then

Set 𝑢 ∈X𝑚
else if
𝑅𝑢,𝑚,𝑣≥R𝑡ℎ𝑟𝑒𝑠,𝑌𝑗 then
Set 𝑢 ∈Y𝑚 and update

end if

Step-6: Slice for D2D users:
if 𝑅𝑢,𝑑,𝑣≥R𝑡ℎ𝑟𝑒𝑠,𝑋𝑗

then
Set 𝑢 ∈X𝑑

else if
𝑅𝑢,𝑑,𝑣≥R𝑡ℎ𝑟𝑒𝑠,𝑌𝑗 then
Set 𝑢 ∈Y𝑑 and update

end if

[Solve Global Variables]: Consensus method
Step-7:while Each Macro cell user can only attach to either
eMBB or mMTC at a time do

𝑢𝑚← 𝑋𝑚or𝑌𝑚
end while

Step-8:while Each D2D user can only attach to either eMBB
or mMTC at a time do

𝑢𝑑← 𝑋𝑑or𝑌𝑑
end while

Step-9: The optimized results are sent to slice controller.

=
∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝛿𝑢,𝑚,𝑣 𝛽𝑙𝑜𝑔(1 +

𝑃𝑚𝐺𝑢,𝑚,𝑣

𝑃𝑑𝐺𝑢,𝑑 + 𝜎2
)

+𝜂1𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

+𝜂2𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

. (30)

Similarly, the partial Lagrangian equation for D2D can
be represented by:

∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝐿(𝑏𝑢,𝑑,𝑣, 𝜂1𝑢,𝑑,𝑣, 𝜂2𝑢,𝑑,𝑣), (31)

=
∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝛿𝑢,𝑑,𝑣𝑅𝑢,𝑑,𝑣

+𝜂1𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)

+𝜂2𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)

, (32)

=
∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝛿𝑢,𝑑,𝑣 𝛽𝑙𝑜𝑔(1 +

𝑃𝑑𝐺𝑢,𝑑,𝑣

𝑃𝑚𝐺𝑢,𝑚 + 𝜎2
)

+𝜂1𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)

+𝜂2𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)

. (33)

In above equations, 𝜂1𝑢,𝑚,𝑣, 𝜂2𝑢,𝑚,𝑣, 𝜂1𝑢,𝑑,𝑣 and 𝜂2𝑢,𝑑,𝑣are variables of lagrangian multipliers.
The overall Partial Lagrangian is the sum of (30) and

(33) can be represented by:
∑

𝑣∈𝑉

∑

𝑢∈(𝑋𝑗 ,𝑌𝑗 )
𝐿(𝑎, 𝑏, 𝜂1𝑢,𝑗,𝑣, 𝜂2𝑢,𝑗,𝑣), (34)

where 𝑗 ∈ {𝑚, 𝑑}

𝐿(𝑎, 𝑏, 𝜂1𝑢,𝑚,𝑣, 𝜂2𝑢,𝑚,𝑣, 𝜂1𝑢,𝑑,𝑣, 𝜂2𝑢,𝑑,𝑣) =
∑

𝑣∈𝑉

[

∑

𝑢∈(𝑋𝑚,𝑌𝑚)
𝛿𝑢,𝑚,𝑣 𝛽𝑙𝑜𝑔(1 +

𝑃𝑚𝐺𝑢,𝑚,𝑣

𝑃𝑑𝐺𝑢,𝑑 + 𝜎2
)

+𝜂1𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

+𝜂2𝑢,𝑚,𝑣

(

𝛿𝑢,𝑚,𝑣𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑚

𝐶

)

+
∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 )
𝛿𝑢,𝑑,𝑣 𝛽𝑙𝑜𝑔(1 +

𝑃𝑑𝐺𝑢,𝑑,𝑣

𝑃𝑚𝐺𝑢,𝑚 + 𝜎2
)

+𝜂1𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)

+𝜂2𝑢,𝑑,𝑣

(

𝛿𝑢,𝑑,𝑣
[

𝑅𝑢,𝑚,𝑣 −
𝑡ℎ𝑟𝑒𝑠,𝑑

]

𝐶

)]

, (35)

𝑓 (𝜂1𝑢,𝑗,𝑣, 𝜂2𝑢,𝑗,𝑣) =

⎧

⎪

⎨

⎪

⎩

max
∑

𝑢∈(𝑋𝑚,𝑌𝑚) 𝐿(𝑎𝑢,𝑚,𝑣, 𝜂1𝑢,𝑚,𝑣, 𝜂2𝑢,𝑑,𝑣)
+max

∑

𝑢∈(𝑋𝑑 ,𝑌𝑑 ) 𝐿(𝑏𝑢,𝑑,𝑣, 𝜂1𝑢,𝑑,𝑣, 𝜂2𝑢,𝑑,𝑣)
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶

∑

𝑗∈(𝑚,𝑑) 𝛿𝑢,𝑗,𝑣 = 1,
.
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(36)
𝑗 ∈ {𝑚, 𝑑}, ∀𝑣 ∈ 𝑉 ,∀ 𝑢 ∈ (𝑗 ,𝑗).

7.2. Global Variables Optimization
Each agent must know about the global variables for a

system with multiple agents. By using the consensus algo-
rithm, these global variables reach a mutual agreement after
having information of local variables approximates [47]. In
the proposed system (17) - (19) are global constraints. Let
us transform them using closed expression as follows:

max
𝑝1,𝑝2…𝑝𝑐

𝑐
∑

𝑘=1
𝑒𝑇𝑘 𝑝𝑘, (37)

where all edge servers are denoted by 𝑘 = 1, 2… 𝑐, 𝑝𝑘represents the decision vector variable for particular edge
server/router and 𝑒𝑘 depicts the local cost. The coupled
or global constraint in (36) can be represented in closed
expression as:

𝑐
∑

𝑖=1
𝐴𝑘𝑧𝑘 ≤ 1, (38)

𝑙𝑖(𝑘) =
∑

𝑢∈𝑈𝑖(𝑘)
{𝑎𝑖𝑗(𝑘)𝛾𝑗(𝑘)}, (39)

𝑧𝑖(𝑘 + 1) ← arg 𝑚𝑎𝑥𝑥𝑖∈𝑣𝑒𝑟𝑡(𝑧𝑖) (𝑒
𝑇
𝑖 + 𝑙𝑖(𝑘)𝑇𝐴𝑖)𝑧𝑖, (40)

𝜑𝑖(𝑘) = 𝑚𝑎𝑥𝑢𝑈𝑖(𝑘){𝜌𝑖(𝑘)}, (41)

𝜁𝑖(𝑘 + 1) = 𝑚𝑎𝑥 [𝜁𝑖(𝑘), 𝐴𝑖𝑧𝑖(𝑘 + 1)], (42)

𝜁𝑖(𝑘 + 1) = 𝑚𝑖𝑛 [𝜁𝑖(𝑘), 𝐴𝑖𝑧𝑖(𝑘 + 1)], (43)

𝜌𝑖(𝑘 + 1) = 𝑚𝑎𝑥[𝑄𝑖(𝑘), 𝜌{𝜁𝑖(𝑘 + 1) − 𝜁𝑖(𝑘 + 1)}]. (44)

8. Performance Evaluation
We consider a single cell D2D based 5G-CN that com-

prises one central MBS and several macro-cell users and
D2D pairs randomly located within the geographical area of
the cell. The slice users are assumed to have a subscription
from 3 MVNOs over the MBS coverage area of 1000m
× 1000m, and the range of D2D is 80m. The details of
channel characteristics and the path-loss of users considered
are described in Section 5.3. The simulation parameters and

Table 3
Performance Parameters

Parameter Measurement

MBS coverage area 1000X1000 m2

Bandwidth 180 kHz

MBS transmit power 43 dBm

D2D transmit power 23 dBm

D2D allowable range 80 m

Noise spectral density -174 dBm/Hz

Shadowing standard deviation 10 dB

Noise figure 9 dB

MBS path loss 128.1+37.6𝑙𝑜𝑔(𝑑[𝑘𝑚])

D2D path loss 148.1+40𝑙𝑜𝑔(𝑑[𝑘𝑚])

their values used for analysis are summarized in Table 3.
The values of QoS parameters used for eMBB and mMTC
are shown in Table 2. All the simulations are performed
on MATLAB software’s latest version. For smoothness of
curves, we use Monte-Carlo simulations of 10,000 itera-
tions. The laptop’s specifications for this work are Intel(R)
Core i5-6200U CPU @ 2.40GHz 16GB RAM having 64-bit
Windows 10 operating system.

We compare and evaluate our simulation results using
the following five methods:

1. QARA-DA:(Quality-Aware Resource Allocation us-
ing Distributed Algorithm), which is our proposed
scheme using distributed edge computing method for
finding the solution.

2. QARA-CA: (Quality-Aware Resource Allocation us-
ing Centralized Algorithm) where the resource opti-
mization of our proposed scheme is performed using
a centralized algorithm.

3. LARA-GA: (Latency-Aware Resource Allocation us-
ing Genetic Algorithm) to optimize the resource allo-
cation problem with this scheme [38].

4. LARA-BnB: (Latency-Aware Resource Allocation
using Branch and Bound Method) to optimize the
resource allocation problem with this scheme [38].

5. SARA-DM: (Slice-Aware Resource Allocation Using
Dinkelbach method) to optimize the resource alloca-
tion problem with this scheme [37].

Fig. 2 demonstrates the effect of increasing the aver-
age packet arrival rate for slice users with average system
throughput. We suppose that the different slice users (eMBB
and mMTC) have the same average packet arrival rate. It
is noticed that the system throughput improves with the
increase in packet arrival rate for all the schemes. However,
our proposed scheme QARA-DA has a high throughput
value due to D2D devices and edge-based computation.
Further, our proposed distributed (QARA-DA) optimization
scheme results are very close to the centralized (QARA-CA)
approach.
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Fig. 2: Impact of average packet arrival rate on the system
throughput

Fig. 3: Impact of eMBB data packet size on the total system
throughput

Fig. 3 shows the effect of increasing the size of a data
packet for the eMBB slice on the system average through-
put. It can be observed that the system average throughput
increases by increasing the packet size up to about 4000
bits, and after that, it starts decreasing. This is due to the
limited network bandwidth capacity. Our proposed scheme
QARA-DA outperforms in throughput compared to all other
schemes. The results of QARA-DA are very close to the
QARA-CA scheme.

Fig. 4 demonstrates the evaluation of our proposed
distributed scheme (QARA-DA) with the central scheme
(QARA-CA). It shows the plot of time the algorithm takes
in computation with the no. of iterations. By examining

the plot, it is observed that the time taken in QARA-
DA is much less than QARA-CA because the latter has
to manage all the computation and processing centrally.
Therefore, the QARA-CA scheme burdens the system while
our proposed scheme QARA-DA offloads the central system
due to performing the tasks in parallel with edge computing
servers distributively.

Fig. 4: Impact on computational time of algorithm with no. of
iterations

Fig. 5: Impact on average computational time of algorithm vs.
no. of users

Fig. 5 illustrates the comparison of the proposed dis-
tributed scheme (QARA-DA) with the central scheme (QARA-
CA). It depicts the analysis of average computational time
taken by both algorithms with the increase in no. of users.
The results are computed using 50 no. of iterations. It is
observed that the average computational time increases with
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the increase in no. of users for both QARA-CA and QARA-
DA. However, the time taken in QARA-DA is much less than
QARA-CA since the latter performs complete handling and
processing tasks centrally. In this way, our proposed scheme
QARA-DA is better in performance because it reduces the
system load and delays in computing the tasks due to parallel
processing. The bit error rate is also reduced as compared to
the central scheme.
8.1. Algorithm Performance

In this work, we have theoretically and analytically
evaluated the performance of our proposed scheme using
both central (QARA-CA) and distributed (QARA-DA) al-
gorithms. By viewing the results of Fig. 2 and Fig. 3, it can
be concluded that the results of QARA-DA are very close to
QARA-CA, which is the central optimization method. We
claimed that our proposed distributive scheme QARA-DA is
better in performance as compared to QARA-CA because it
uses an edge computing method where edge devices/servers
calculate most of the tasks which were previously done
by central or slice controller as evident from Fig. 4 and
Fig. 5. For QARA-CA, the central controller collects all
channel and interference information from the base station,
complex as the network conditions change continuously. In
practical systems, this information exchange has to occur
many times, overloading the network processing resulting in
poor performance. However, in QARA-DA, the computation
load is considerably low due to less involvement of the
central system. The QARA-DA scheme is efficient as it
reduces the system load and overhead. Each edge router
is responsible for completing its computation task and
collecting channel information locally. This will minimize
the computation time/ delay as the tasks are now parallel and
distributed. The slice controller will then assign the slices
based on the information received from each edge router that
will offload the central system and reduce time. Although
the throughput results in QARA-CA are slightly better than
QARA-DA, which is obviously due to central management,
this method burdens the system. It will utilize more time in
execution with fewer chances of errors than the distributed
edge method.

9. Conclusion and Future Works
In this work, we address the problem of assigning re-

sources based on the user’s QoS requirement in a D2D
enabled 5G-CN. We considered two significant 5G used
cases, eMBB, and mMTC, for two types of network slices
in the system. The optimization problem maximizes the
average system throughput considering customized services’
delay and data rate constraints. Distributed edge computing
optimization approach is used to find the solution by dividing
the problem into local and global constraints. The Lagrange
method is used to find the local estimates, and these values
are then sent to find the global maxima using a consensus
algorithm. The simulation results show that our proposed
scheme is better in performance than other schemes. Further,

using the edge computation approach for finding the solu-
tion takes less time in computation and offloads the central
system. In the future, this work can be extended to improve
the capacity of the backhaul system, using application-based
scenarios of the proposed system like content caching and
working on edge nodes capacity improvement. Adding the
concepts of deep reinforcement learning and the internet of
things will further improve this system in the future.

A. Proof of Proposition 1
By considering the equation (12) subject to (13) - (18), it

is clearly visible that the proposed problem function and all
its given constraints are smooth. The throughput equations
𝑅𝑢,𝑚,𝑣 and 𝑅𝑢,𝑑,𝑣 are non-linear and logarithmic form func-
tions with non-convex constraints (13) - (16). Hence, (12) is
a smooth , non-linear and non-convex optimization problem.
Such category of programming scenarios have been declared
as generally NP-hard and are troublesome in computation
[49]. Also the proposed problem is a QoS based throughput
optimization problem which has been justified to be NP-
hard previously [50], further this work [51] prove the NP-
hardness of problem 1.
■

B. Proof of Proposition 2
The definition of Mixed integer non-linear programming

(MINLP) problem is the field of optimization with integer
and continuous variables having non-linear functions in the
objective function and the constraints. MINLP has been phe-
nomenal over the past few years because of their applications
in the areas of engineering with contributions in analytics,
algorithms and computations. The example of general form
of a MINLP can be represented as:

min 𝑓 (𝑥, 𝑦) (45)
subject to:

𝐺𝑖(𝑥, 𝑦) = 0∀ 𝑖 ∈ 𝐹 (46)

𝐺𝑖(𝑥, 𝑦) ≤ 0∀ 𝑖 ∈ 𝐼 (47)

𝑥 ∈ 𝑋 𝑎𝑛𝑑𝑦 ∈ 𝑌 [0, 1] (48)
Here, the 𝐺𝑖(𝑥, 𝑦) is a constraint and 𝐹 and 𝐼 belongs to
both equality and inequality values. The objective functions
𝑓 and 𝐶𝑖 are continuous with few smoothness properties.

The given problem (12) is a MINLP because it has
integer user association variables from equation (18-19) and
continuous variables in the constraints from equations (13-
16). Similarly, the objective function has nonlinear functions
due to the fractional equations and variables of data rate
equations. Thus, the given resource allocation problem is
considered in the category of MINLP.
■
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C. Proof of Proposition 3
The theoretical analysis of the multi-agent constrained-

based optimization problem with the distributed method was
proposed by [47]. In this work, the authors verified through
evaluation that the augmented Lagrangian algorithm has a
fast convergence rate compared to other distributed opti-
mization methods. This convergence depends upon the sepa-
ration of given constraints to global and local constraints. At
first, the local optimum is calculated, and these approximate
values are then utilized to compute the global optimum by
consensus approach. This method is useful to achieve an
agreement or consensus for a multi-agent system with sev-
eral distributed optimization methods. This will ensure the
system’s reliability for finding the solution of such problems
with multiple nodes [47].
■
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